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FOREWORD 

INTRODUCTION 

hlLCOM 1 (January 1982) and MILCOM 1) (January I9Ö3) were tne 
first two seminars of a series sponsored by American Defense 
Preparedness Association to provide a forum on policy level issues 
concerning military computers and software,  lne issues of policy 
problems in doctrine and/or implementation, military tnreat to tne 
United States, computer and software contribution to United btates 
capability and readiness, economic threat from technological advances 
in computers and software by  United States allies and measure to 
retain the United States position have all been presented and 
discussed.  Perspectives of Congress, both Senate and House of 
Representatives, views of The Department of Defense, a broad spectrum 
of industry position on these issues and relations of this sector of 
the computer and software community to academia Ua^e  been presented in 
depth but not yet exhausted. 

The topic areas of industry drivers in the commercial and 
military marketplaces, program management, computer resources 
acquisition and management by DOD, distinctions between the commercial 
and military communities such as short and long life cycles, 
standardization practices and maintenance support, the pros and cons 
of software and hardware standardization, the role of competition and 
the technical areas of logisitics, automatic testing, evolutionary 
development, technology insertion and its relation to program 
implementation, have all been treated in varying depth in MILCOM I and 
II. 

MILCOM III represented a continuation of the forum on military 
computers and software with emphasis on the theme: "Military Computers 
and Software: Systems Problems of the Future." In tne introduction 
to this theme, the Conference Chairman, Mr. Alfred W. Hobel mann of 
Perk in Elmer Corporation stressed particularly the goals of improved 
partnership between Congress, DÜU, Industry and Academia and of 
improved dialogue, both as a necessary ingredient to an improved 
partnership and as a source of problem identification and solution in 
meeting national technological, military and economic threats.  He 
cited the recent remarks of Mr. Frank Press, President of the National 
Academy of Sciences (The Doughnut Effect) in this regard which 
stressed dealing with the problem of coordinating many activities and 
agencies and evaluating their impacts on national innovation. 

Mr. Anthony Battista, Professional Staff Member, House Armed 
Services Committee, provided a comprehensive and penetrating overview 
and forecast of the Congressional appreciation of the computer and 
software situation and probable actions concerning it in the near 
term. 

An industry perspective on the computer and software situation 
and its important driving forces was ably presented at dinner the 

-I- 



first evening by Mr. Kobert Miller, Senior Vice President, Data 
General Corporation. 

This report condenses the attempt of the symposium to reflect 
issues, to identify interrelationships, suggest ways by which the 
computer and software community partnership can be strengthened and to 
point to ways solutions to problems in this area can be defined and 
articulated.  the tape recording and some transcript material will be 
retained by the American Defense Preparedness Association. 

SUMMAKY 

MlLCOM 111 keynote "Directions in mission-critical computers and 
software", delivered by Dr. Edith Martin, was a comprehensive and 
current expression of problems and plans in the area of military 
computers and software and their technologies,  it is, therefore, 
provided in virtually complete form.  Problems facing the bervices in 
the future included computer and software aspects of the Air ^orce 
Space Command, the Navy effort in increasing competition, the Navy 
Battle Croup, and Army Held Command, Control and Communications.  The 
problems are formidable and of scope to tax tne evolving technology. 
The emerging technologies in the areas of software, micro elements, 
and supercomputers provided an excellent overview and projection of 
the state of the art in these areas.      Ihe Evolving Partnership was 
provided by speakers who gave incisive discussion of the partnership 
problem and a complete discussion of the cooperative effort of the 
micro-electronics industry to meet the technological and economic 
challenges from abroad.  The tone of the discussion was set by Dr. 
Lyon who made the points of underuse of technology in the U.S. ana 
whether or not we are bringing our tremendous technology heritage and 
current thrust to our national security interest.  The differences 
between the U.S. and the U.S.S.R. in micro-electronic technology for 
defense, our commercial computer and microelectronic industry which 
they do not have and the need to provide leadership as welI as 
management were emphasized. 

Throughout MlLCOM ill there was a much improved climate, in 
comparison to MlLCOM 1 and to a less extent MlLCOM 11, in the matter 
of reduced contentious debate ana more earnest effort to define 
problems and address their solutions.  The appreciation of the need 
for a Congress-DOD-lndustry-Academia partnership, and how to make 
further progress toward it, threaded through MlLCuM III. 

[here were a number of statements enaorsing the continuation of 
the MILCDM series of seminars. Suggestions ana recommenaations from 
the floor ana panel of topics to be inclubed in MlLCOM IV included 

 If technology is being driven by forces out of DOD and industry 
control we need to learn how to use it, emphasize system-1 eve I 
management, new technology and technology insertion as possible 
solutions. 

 Emphasize the management and insertion of technology, budget 
cycles and the management and configuration control of software 
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(at the pol icy level). 

 A complete analysis and discussion of the "billion lines of 
code" problem. 

 Solicitation from the community for additional topics for MlLLUli 
IV. 

A statement from the floor indicated that there is a 
Congressional rule aqainst joint uüu-lndustry workinq groups.  in 
attempting to provide an industry counterpart to the ÜSÜ/DUÜ Computer 
Systems Interface Working Group, announced in tne keynote address, it 
was recommended that since the AUPA-niLLUM committee is not a 
professional society it be considered as the industry part of cbwiu 
and that congressional approval be obtained for it. 

The assistance and support of AUA in the conduct of the MILCUM 
series of seminars was recognized by tne Chairman. 

KEYNOTE ADDRESS 
OlRECTlUNb IN MlbblUNH.klIJCAL 

COMPUTtkb AND SO"rWAHL 

Ür. Edith w. Martin Deputy Undersecretary 
of Defense for Research and Advanced Technology 

DIRECTIONS IN MISSION-CRITICAL 
COMPUTERS AND SOFTWARE 

• WHEW WE ARC TODAY 

• WHERE Wf ARE 60MQ TOMORROW 

At this third participation in the MILCUM series, it seems 
important to see where we stand in the mission-critical resources 
areay  where we are  going, what we are promising, where we are  heading 
tomorrow, and what we want to be able to say we nave done in the years 
to come.  There is no question that computers ana software are 
critical components of our defense strategy.  The tremendous growtn 
in their capabilities has enabled us to implement functions in military 
systems that only a tew years earlier were either infeasable or just 
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unaffordable. We now have the single chip CPUs and are heading toward 
the single chip microcomputer.  We have software measured in millions 
of lines and, at this point, some of it is starting to act rather 
intelligent. Technology seeks opportunities and rapidly finds them. 
That sounds like a wonderful story and If it were not true it would be 
difficult believing it could happen.  But Babbage, Turing and Von 
Neumann would truly be astounded at what has happened with their ideas. 
Perhaps not Ada. Yet r\ere  we are with the theme of problems of the 
future. Why problems/ We are  growing too fast and at different 
rates, and we haven't quite figured out now to deal with it - the 
adolescence, you might say, because it means we are increasing the 
use of computers for better software than hardware. Software 
complexity is growing exponentially too and that is unacceptable. 
Software to which is entrusted much of the responsibility for correct 
system performance may just be a disaster that is waiting to happen. 
There are  many who anticipate that and are  trying to make measures to 
prevent it. How do we deal with yesterday's hardware products?  lhey 
were the rage and now they are  not made anymore.  That was only two 
years ago and we still have them in our systems.  The same is true for 
yesterday's standards. 

OSÜ has just completed a study that supplements the report on 
computer technology it submitted to Congress last September.  1» 
study addresses the topics listed here. 

KEY TOPICS 

• SOFTWARE ROTIATIVEI 

• wcmmocEssoR POUCT 

• MAMQHIWT OF COMPUTE* SYSTEM IRTERFACES 

• EV01UT10I OF CURAERT COMPUTE* PR06RAMS 

• ROT GEREMTIOfl Mil IT m COMPUTERS 

An overview of this work will be presented because it involves 
some very important new directions. 

Comprehension of software problems is widely shared so software 
problems will not be discussed. 
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SOFTWARE INITIATIVES 

TMKtPOOM MUTM TO TW fOfTWMf CWS» 

• IT« 

The status, plans ana policy witn respect to Ada, Si ARS and tne 
Software Engineering Institute (Ski) will be discussed because there 
are some new things OSÜ has done with which the community should be 
fami1iar. 

Ado« 

• U.S. STAIDAAMZATM 

• OJTEMATIOIAl fTAIDAIOOATIOI 

• FREE womo DEvaofnam 
• 0*0 M** POLICY 

• COOVMU VAUDATKM FAOUTM 

• QiOSPOOSOAEO A** SYSTEMS 

•   Mill 
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On February 17, 1983, Ada became an ANSI Standard. OSD/DOÜ is 
now participating in international standardization activities and we 
expect to nave an ISO standard in 1985. That is extremely important 
for the Defense Department because it is the first step in the 
direction of system interoperability. OSD responsible officials are 
very pleased with the progress of Ada.  There are now over forty 
developments of Ada compilers in the free world.  fhese are sponsored 
by government, by industry and by academia. OSD/DOD intends to 
capitalize on these (developments) and accelerate the use of Ada. On 
June, 10, 1983 OSD issued a policy that mandates the use of Ada in all 
mission-critical systems that start Advance Development, in 1984 - that 
is now - and they start Full Scale Engineering Development after July 
I, 1984.  There has been a lot of questions on whether or not OSD is 
serious about those dates and you can be assured OSD is (serious about 
them). All Ada compilers are required to comply with MILS ID 181S.  Fo 
date, three systems have been validated. Validations ha\/e  been 
conducted at the lnsitute for Defense Analysis (IDA) thus far, and, 
in the near future validations will be conducted by th language 
Control Facility at Wright-Patterson Air Force Base and by the GSA 
Federal Software Testing Center here in Washington. So OSD/DOD is 
gearing up for the rest of those forty development activities. 000 
has been sponsoring Ada activities for some specific military 
computers - SOFIECH Ada Language System (ALS), support of Ada for the 
Army's Military Computer f-amily the UYK-41 and 4Ü as well as the 
Navy's UKY-43 and 44.  Right now a TELLSOF1 Ada System will be used 
early on for SUBACS.  it will target to the M010K0LA 68,üü0 and 
subsequently to the UYK-44 computer.  1NIERMETR1CS Ada Integrated 
Environment (AIE) for the Air Force will target initially to the IBM 
3/0: Also the Air Force will shortly have an Ada effort underway for 
M1LSTÜ 1750 computer. 

Ada9 (CONTINUED) 

• C0MM0I APSE* INTERFACE SET-'CAIS" 

• LOIORAOOE POLICY 01 APSFs 

• «rann POLICY oi APSFI 
• EVALUATE! OF APSF« 

• AM» TRANSPORTABILITY HANDBOOK 

• 31 SYSTEMS COMMITTED TO USE AM* 
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The Department (of Defense) has been working jointly with 
Industry to develop some interface standards for Ada Programming 
Support Environments (APSE) and this is called "CA1S".  Ihese 
standards will facilitate the transportabiIity of software tools 
across APSEs produced by different companies. CA1S is now under 
public review and we expect to have a very solid standard by the end 
of this year.  When the CA1S Standard is established and the APSEs are 
modified to accommodate it, there will be a  great deal of flexibility 
in the choice of Ada environments that would be used. ObD/DOD expects 
rapid technological growth in this area. 

The CAIS will allow each company to use the APSE of its choice. 
Most important for OSD/DÜD is that they use a Mrich" environment, 
fhis is a good example of where standardization at the right level can 
accelerate rather  than impede the use of new technology.  OSD policy 
is to support this approach so long as steps are  taken to permit the 
Government to transition over to another Ada environment when required 
at any point in the system life cycle.  Conformance to the CAIS 
Interface Standards is extremely important to all (in the community). 

Until the CAIS is implemented, our interim policy is to allow the 
use of company-owned environments wnere the government will benefit 
and where the means are provided for a transition to the government 
environment - USD does not mean government owned by one that meets 
government standards. 

ÜSÜ/DOD also has an effort underway to evaluate the capabilities 
and performance of various APSEs. 

With CAIS taking care of the transportability of Ada-oriented 
software tools across different environments, let us turn to 
transportability of applications software across military computers 
with different ISAs.  To address this problem we wiI I be developing an 
Ada Transportability Handbook.  It will contain rules to be followed 
in the use of Ada that will enhance the potential for 
transportability.  The first version of that handbook should be 
available by the end of this year (I9Ö4). 

Ada will have a tremendously favorable impact on the 
implementation and coding phase of software development and throughout 
the evolutionary life cycle of software.  However, with software 
providing an increasingly higher percentage of functionality in a 
modern weapon system, and with software costs continuing to skyrocket, 
there are some opportunities to reap greater benefits. 

Let us turn to the software activities other than coding - 
software requirements definition, architectural desiqn, detailed 
design, integration and testing.  ihey are   largely manual and 
extremely labor intensive activities.  They are  only rarely supported 
by automated labor reducing and error reducing aids.  Our new SI ARS 
program addresses that opportunity. 
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STARS 

• OPfOiTUimES KYMO A4* 

• ORDERSOF pM HCREASES ■ SOFTWARE 
PRODUCTIVITT 

• ORDERS-OFMAGNITUDE DECREASES II LATEST DEFECTS 

• FOCUS: THE AUTOMATED SOFTWARE "FACTORY" CORCEFT 
• CMOTHKB UfTWkM TMU 

I MAT»« 

FY 64 is 5TAKS first year and we are  pleased to sav that we do 
have a  new program this year.  I he goal is orders of magnitude 
increase in software productivity and a comparable reduction in the 
number of software defects that are   latent in our weapon systems. 
STARS will focus on the automated software factory concept - a 
coherent and integrated system of computerized software tools and 
re-usable software parts or building blocks. 

<se> STARS (CONTINUED) 

• ALL DNIEISIOIS OF SOFTWARE WILL BE AODRESSEO 

• IEW STAAT FOA FT ISM 

• JOINT PROGRAM OFFICE ROW OPERATIONAL 

• DETAILED IMPIEMERTATWS F1AI SEM« FMAUZED 
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All of the dimensions of software activities will be addressed 
including technical, project management and software acquisition 
issues. STARS will also build on useable libraries or modules 
applicable across a wide range of functional areas such as navigation, 
intelligence and communications.  The versions of the automated 
software factory will be used throughout the Services, the Defense 
Agencies and hopefully through Industry. STARS addresses Oerense 
needs which are pushing the software capability of the Nation beyond 
its present limits.  It also provides a much needed national focus to 
retain our world leadership in this critical technology - a leadership 
that is now seriously threatened by at least tour projects outside of 
the U.S. One may disagree with Frank Press in this regard.  Ihe 
challenge is real and we would be fooling ourselves if we feel that 
we do not have tremendous competition. We do, and the time to address 
that competition is right now.  Ihe time we have available to solve 
the problem is three years. We can solve the problem in three years 
or resign ourselves to be second or third.  (he problem is real; the 
challenge is great; the opportunities are  great.  If we want to take 
advantage of the opportunities we had better get busy,  (lop 
management) cannot sit around board rooms heming and hawing and 
deliberating what is going to be done next year.  They should think 
about what they are  going to do this year. Each of the (competitive) 
efforts that is underway right now is in some ways more mature than 
our own. We did a fine job of enunciating the software problem, we 
have had a lot of dialogue in discussing the software problem, we have 
outlined a program but there are others who are begining to address 
the issues.  They have contracts in place and efforts in place and 
whereas they may not be quite as broad as ours, they are  making 
inroads in various aspects of the problem.  It behooves us to take 
heed.  In the case of the Japanese, they have the first approximation, 
at least, of the end result of our STARS program.  The reason for 
saying that is to let the community know that what OSD is proposing 
here in not "blue sky" and that tne competition is not miles behind. 
It is at our sides and unless we are  serious about it we should be 
prepared to lose. 

The third segment of our software initiative is the Software 
tng i neer i ng 1nst i tute (St I). 

SOFTWARE ENGINEERING INSTITUTE 
(SEI) 

• RAPID ADVAICES II TECMBOLOGY ARE IOT CMSSMM 
BRIDGE WTO PRACTICE 

• JOIRT TASK FORCE AIO BLUE MRROI PAIEL 
REC0MIIEBDAT10RS 

• MISS»* ACCELERATE THE TRAiSmOR OF EHERGIHG 
SOFTWARE TECHROIOGY WTO USE OR RRSSWR 
CRITICAL SYSTEMS 

• ROT A RESEARCH OR TEACRWQ WSTTTUTE 
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Software technology has been advancing very rapidly. A broad 
technical foundation for software engineering exists and continues to 
grow. That is all well and good. However, for a variety of reasons, 
most of the new technology has not crossed the bridge into widespread 
practice. There is very uneven use of good tools and good concepts. 
There are many research results and feasibility studies that are 
sitting on the shelf or being used by others rather than ourselves. 

This situation was first addressed in early 1983 by a task force 
which proposed the creation of a Software Engineering Institute to 
tackle the problem of technology transition in the software area. 
Ihis past summer (1983) USD had the matter studied by an industry and 
academia panel under the auspices of IDA and they recommended very 
strongly that we move very, very quickly to establish the SEI. 

The SEI will not be a research or teaching institute but an 
organization of world class software experts dedicated to accelerating 
the transition or the emergence of software technology into use in our 
defense systems.  The primary mechanism for this acceleration will be 
automated software and the use of the "software factory" concept. 

SOFTWARE ENGINEERING INSTITUTE 
(SEI) (CONTINUED) 

• IEW PROGRAM ELfMEIT II FYlllf MMfT 

• PIA! TO ESTABLISH KW FOB (LL. UICOLI LAI.. WTBE. 
AEROSPACQ 

• FORMAL ASS0OAT10I WITH LEADWG UITOASTTY ■ TIE 
Rao 

• SELECT»! PROCESS ABOUT TO STAAT 

• SELECT10I PLAIIED FOR SPRIIG 1114 

The SEI is now in the FY 198b Budget.  I hat, in itself, is an 
accomplishment.  Our plan is to establish a new l-CRL  along the lines 
of MIT's Lincoln Laboratory, Mitre Corporation or Aerospace 
Corporation. OSD will require that the SEI be linked with one of the 
top universities in the field.  Initially, that will probably be a 
central focus.  It is intended that in the future there will be 
centers of excellence that serve in a satellite fashion in 
coordination with that central SEI. OSÜ final planning for the SEI 
will be completed by the end of this month (January 1984) and we will 
shortly start the selection part of encouraging applications from 
interested parties.  It is planned to announce the location of the SEI 
in the spring (1984). 
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MICROPROCESSOR POLICY 

• ADMESSES LOWEID OF COHWTliB SFECTBUII 

• nSTMCTIOI BETWf E« SMGLE CWf WCMS AM ITAIt 
ALOIE COBVVTEftS 

• BASIS FOR fOUCT 
• ammm nmn w urn cm 
• »rnucrm net wi n mn m 

lurning to hardware, there has been much confusion about the use 
of microprocessors vis-a-vis standard computers.  Micros have all 
kinds of different instruction sets.  Should waivers be granted for 
their use? The area, up until this point, has received benign 
neglect. Designers and managers were never sure if they eventually 
were going to get their wrist slapped for using them. OSO developed a 
policy of this area and it is contained in the OSD study report.  This 
policy recognizes the important differences between the micro class 
where the CPUs on a chip or complementary chip sets all of which can 
be deeply embedded in the system almost to the point one hardly knows 
that it is there.  The more powerful stand-along computer is in its 
self contained chassis - a part of the difference is physical.  Fhere 
are other important differences. Mrst, we find competing suppliers 
for each chip. Second, prices are extremely attractive due to their 
high production volume.  Ihird, the usual placement of micro chip 
sets on circuit boards that tend to be system-unique does not permit 
intersystem logistics commonality that we might have with stand-alone 
computers. Fourth, in comparison with stand alone high capacity 
computers, micro applications do not tend to be as software intense. 
This last point relates to the instruction set issue. 

MICROPROCESSOR POLICY 
(CONTINUED) 

THE OfPAIITOEIT EK0UHA6ES THE USE Of COBMKBCIALLT 
AVAILABLE HOOffOCESS—S THAT MEET TIE FOLLOW«« 
BEOWBEIIEBTS: 

• UH-CTOI CtTf tmCTTVCKSS 
• WtWWilll 

• MWT—l— IIMlli 
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Based on that distinction, OSD policy will be to encourage the 
use of commercially available micros where it makes sense from a 
systems engineering view point to use them. DSD requires, however, 
that several conditions be met.  Kirst, they must be programmed in 
Ada. Second, they must be cost effective over the life cycle.  We do 
not want obsolete micros, and special runs just for DUD.  Third, they 
must be suitable for use in the military environment to be encountered 
in operational use.  That may mean that they do not need alI of the 
M1LSPEC requirements, but a sub-set.  Fourth, multiple competing 
suppliers must exist for each chip.  For the long term, micros used in 
defense systems have to comply with the interfaces that will be 
established through the efforts of government and industry working 
groups. 

MANAGEMENT OF MISSION-CONTROL 
XXJ       COMPUTER SYSTEM INTERFACES 

• THE COMPUTE* IS MT JUST ANOTHER SUBSYSTEM BUT 
PMVIOES THE lAStS FON INTEGRATION OF ESSEITULIY 
AU OTHER SUSSYSTEMS 

• UNCONTROLLED PROLIFERATION OF INTERFACES TO 
COMPUTER SYSTEMS IS Al IMPEDIMENT TO THE 
INTEGRATION FWCTIOI AID UNNECESSARY COMPLICATES 
SYSTEM DCmOPMEiT AID EVOLUTION 

• DtO MUST MANAGE THOSE «TENFACES THAT ARE 
IMPORTANT TO THE INTEGRATION FUNCTION 

• COMMON INTERFACES WILL FACILITATE INTEROPERABILITY 
AND REUSE OF NANOMANE AND SOFTWARE 
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Here is where we obtain the delicate balance between the benefits 
of new technology and the benefits of standardization. Managing these 
interfaces properly is going to be an extremely important task because 
the computer and its software provide the basis for system 
integration.  It is not just another subsystem plugged into a major 
system but one that provides the glue for joining subsystems into a 
cohesive system. 

Uncontrolled proliferation of interfaces is guaranteed to 
complicate the processes of system development and system evolution. 
On the other hand, proper management of these interfaces will 
facilitate interoperability and effective reuse of hardware and 
software. 

COMPUTER SYSTEM INTERFACES 
IMPORTANT TO DoD 

• MIMPW «ET MCHfncnwi 
• OffRAT1IQ SYSTEM lITiUFAKS 

• COMPUTE* n RIPHEML MTE* ACES 

• SYSTEM WIES 

• LOCAL MD WMKASfA lETWMI UTE*ACES 

• AtfTMMTfD SOFTWARE "FACTOHY" NTTERf ACES 

This is a representative list of interfaces that are important to 
ÜOÜ. Others not on here may be important.  The list, no doubt, will 
change over time. 
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INSTRUCTION SET ARCHITECTURE 

• WFFERERT ISA« IMPEDE TRAISPORTAINJTY Of RUB-TRUE 
SOFTWARE 

• Aft» TRANSPORTABILITY HARDBOOK Will HELP BUT Will 
■OT IE A PAIACEA 

• DtDI 5MI.5X WAS DalTt RtTflAl APPROACH TO THE 
MARA6EWCHT Of TMS INTERFACE 

• A SUPERIOR LOBOTERNI ALTERNATIVE NAS BEEB DEVEIOPEO 
AIO D«OI BOSO.BX NAS BEEB ABABDOBEO 

• FUTURE DWECTIOI OF ISA's UICERTAIO 

• FUTURE DiD APPROACH VU A COOPERATIVE 60VERR 
•JEBTIIHDUSTRY EFFORT 

• Mi« • IMMMM « m U I 

I 

The subject that generated the greatest amount of controversy - 
instruction set architecture -will now be addressed.  It was 
established in the OSO report to Congress that different ISAs, even 
with Ada, is an impediment to transportability. 

The Ada Transportability Handbook will ease this problem, but do 
not expect it to be a panacea.  The OSU/DOD's approach to this problem 
was Instruction 5Ü00.5X.  OSO now hopes it has a better approach. 

OSD is looking at where the instruction sets are going.  It is an 
area where there is a great deal of technical activity at this time. 
Eight years ago when OSD started to discuss instruction set 
architecture there was not a lot happening in the shift of ISAs.  they 
could be lumped into a number of pretty straight forward categories. 
There were not major step changes in ISAs from year to year or month 
to month.  That is not the case right now.  One segment of the 
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community believes that the higher level instruction sets should be 
used - ones with more compound instructions.  Another segment believes 
that the next generation iSAs should be simpler than those we are 
using today.  There is also a parallel consideration and a 
considerable amount of work underway on approaches for very highly 
para I lei ISAs. 

Perhaps the only thing agreed upon is the need to distill a 
future direction from among the various approaches now being 
investigated.  OSD strategy is to treat ISA not as a separate issue, 
out in the context of a total computer system interface approachy. 
Ihis involves a cooperative effort between government and industry. 

COMPUTER SYSTEMS INTERFACE 
WORKING GROUP (CSIWG) 

SfflVICEt MO. Of FEME A MICKS 

• DEVELOP LMS-TEJtM APPROACH TO ALI I0TE1FACES 
—ITAIT ACROSS NttSS»COmCAl SYSTEMS 

woosm BKOMUCa TO ESTAOUS* A PARALLEL 
WORJORC OftOUP WITH A URf TO RATRMAL ST 
ACMfllRS 

csnro mu IE ESTAOUSJIEO ■ HARCR \m 

This harch (1984) OSD/DOD will form a Computer Systems Interface 
Working Group with the mission to develop a long term approach to 
interfaces of the type discussed above.  The goal of this effort is to 
facilitate interoperability and re-use of equipments and software 
produced from different programs and different companies, or even by 
the same company.  OSO encourages Industry to work with it and 
establish a group that functions in parallel with the OS0/DOÜ group. 
We also want to link this effort to national standards activities 
because many of the interfaces could be identical to those used in the 
future commercial mainstream activities.  Were OSD/ÜO0 needs to 
depart, because of its requirements being unique, it will do so. 
Where OSD/000 has an opportunity to go with the community at large, it 
certainly will follow that course. 
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EVOLUTION OF CURRENT 
VJ5/ COMPUTER PROGRAMS 

• ALL SOIVlCfl WR.L USE MK-ITD-17M AID MR -STfrllM 

• AJOTS MUTAJIT COMPUTE! FAMHY MMMHAM 

I m BUT» IM! I 
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We will discuss where our current computer programs are  goinq ana 
then come back to the OSD/DOD plan to use the interface work in the 
next generation of military computers.  A proposal on the acquisition 
of DOD next generation of products will be presented.  It will be of 
interest to industry because it is significantly different from the 
first OSD/DOD approach.  ÜSÜ long range plan is to have production 
quality next generation computers in qualification testing in 1991 
which is not far away.  DUD present computer programs will see 
production starts continuing up to 1991 or 1992 depending on the 
program.  New starts beyond that time will go with the next 
generation.  All of USÜ/ÜÜ0 current program as well as next generation 
systems wiI I support the use of Ada. 

All of the Services will be using MILSfD 1/SO and M1LSTÜ 1862 
IbAs.  1750 will be used for the Air Force avionics.  It will be used 
only at the chip set level by the Navy and by the Army for lb-bit 
applications.  Ihe number of different hardware types will be tightly 
controlled by the Army, which will not develop I/SO computers but will 
build on those already available through the Air Force effort.  1862 
will be used in the Army's MCF program, by the Navy in its single 
board computer effort and by the Air Force in 32-bit applications when 
computers come available.  Ihe Army's MCF program will award Full 
Scale Engineering Development Contracts shortly - two competing 
contracts - and ending with two competing production contracts. 
Later, additional producers may be included in the competition. 
Competitors computers will be form fit and function interchangeable 
but users are  cautioned that the validation of the interchangeabi1ity 
will have to be made an integral part of the system design process. 
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EVOLUTION OF CURRENT COMPUTER 
PROGRAMS (CONTINUED) 

• lAvrs JMimu MO im\nm 
l MPWE-H AH Abai»? 

r nun MI ■ i 

The Navy's AN/UYK-43 and 44 programs are in the early phases of 
production. Production will continue for new starts of the 43 through 
1991 and for new starts for the 44 through 1990.  Production will 
continue after these points to support maintenance up to the point 
where buy-out can be made. 

EVOLUTION OF CURRENT COMPUTER 
PROGRAMS (CONTINUED) 

• lAVrt AMAYB-U I 
• rwrnnm mm ■ im 

MM» 

• AM F0AC€ COUPUTB POUCY 
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The Navy's standard airborne computer, the AYK-14, is now in 
production and will continue to be produced for new starts through 
1989. Last month a contract was awarded to Sperry for second sourcing 
of the AYK-14 on a build-to-print basis.  I he competition that will 
exist between Sperry and CDL is important in what OSD perceives to be 
a large production that is planned. 

The Air Force does not have a standard inter-system hardware 
program because of the way it supports its systems. The Air Forces 
Ada, 1750 and 1862 approaches have been discussed above. 

NEXT GENERATION MILITARY 
COMPUTERS 

EXTHO MICROPROCESSOR POLICY TO 
MICROCOMPUTER 0OACMIP 

BASt «XT GEIEMTIOI 01 COMPUTER SYSTEMS 
IRTERFACE Acnvrms 
ERC0URA6E WOUSTRY TO PRODUCE COMPETITIVE MUTMY 
COMPUTERS MEETMG JOIiTlY DEVELOPED FORMTTT 
FURCTIOi SPEC1FICAT10RS 

QUALIFY MULTIPLE COMPANIES AS CERTIFIED SUPPLIERS 
FOR MILITARY COMPUTERS 

■EXT 8ERERATI0R COMPUTERS WILL K IEEDE0 M Iff 2 

COMPLETE IRTERFACE EFFORTS PRIOR TO MID1M7 

CORTIRUE SC1ERCE ARO TECNIOLOSY EFFORTS TO 
MAIRTAIR OX STHERGTH MO LEADERSHIP 

Regarding next generation systems where micros are concerned, OSÜ 
expects to see entire microcomputers on single chips and sees no 
reason not to extend the micro policy discussed above to these 
devices, with the condition that they comply with the newly developed 
interfaces. 

As for the more powerful next generation stand-along computers, 
they will be based on this same interface work. OSD encourages 
industry to produce competitive military computers meeting jointly 
developed interface and form, fit and function specifications. 
OSD/DOD will posture inself to qualify industry sponsored products for 
use in (U.S.) military-critical systems. 

The interface and form, fit and function efforts should be 
completed prior to mid-1987 in order to obtain fully approved 
production units in 1992. 
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OSD/DOD will continue its technology base work in this important 
area, and will conduct development work in support of the interface 
and form, fit and function activities.  This is an important new 
approach and OSÜ/DOD welcomes Industry to join it and to help make 
this approach work. 

In summary, we are talking about some new and exciting directions 
in military computers.  It is a challenge that promises some very high 
pay offs.  It will not be easy.  OSD/DOD and Industry must work 
together because the success of each is shared by the other. 

In response to questions, the following points were made: 

 Dr. Lieblein's and Mr. liaynard's offices will be putting the 
Computer Systems Interface Working Group together within the 
government. OSD may look at a group of several industry or- 
ganizations as a vehicle for industry participation.  For 
individuals or companies not members of any included industry 
organization, some mechanisms will be provided for affiliation 
with some of the advisory activities thus established.  The 
entire area of industry participation will be publicized, most 
1ikely through CBD. 

 Discussions t\aye  been held with companies doing new work in 
expert systems and artificial intelligence using LISP and 
PROLOG   and their assessment is that Ada is very well qualified 
to handle commands and processing required for expert systems and 
would not make the implementation of such systems difficult. 
None have been programmed in Ada.  Unless there is a true 
penalty, OSD expects to specify Ada for expert systems.  If in 
the future a much superior (to Ada) artificial intelligence lan- 
guage appears, OSD will use it. 

-19- 



SESSION I 

PROBLEMS FACING 1H£ StNVJCES IN 1 ME »-'UlUkE 

inairman:   Mr. Joseph Grosse»n 
Assistant Üeputv Commander 
for Acquisition, Navai bea systems Command 

Haneiists/soeakers: 
Commodore Stuart platt (bc ), USN 
Competition Advocate, U.S. Navy 

brigadier General Alan 6. batisbury ubA 
Joint Program Manaqer, Joint lactical 
Fusion Program and Ali Source Analysis system 
UCS.OPS, HU U.S. Army 

Hf*ar  Admirai Wayne t.   Meyer« USN 
Deputy Commander, 
Naval Sea systems Lommanu 

&rj gadier Jonn Haui Hyde, UbAt. 
UC/S Communications, Electronics« ano i omputer 
Resources, uSAr space Command and N. American 
Aerospace Detente Command; (.met, Systems 
integration Utfice, Space command; and 
Commander space communications uivision, 
Air force lommunicat ion Gomm&nd 

Panelists:   Uol. Harold AreniDa id, USA 
Cnief, battlefield Automarion Division 
H/U ÜAtfCOh 

Mr. Norman Brown 
Special Assistant to tr»e 
Competition Advocate General, U.S. Navy 

-2U- 



INTWJUUtlION 

Mr. Grosson opened the session with the projection that ir Wl  or 
scientists ana engineers who ha^e  ever Mvea are  alive today, we nave 
not even begun an upswing on the "technology curve".  This exponential 
growth we are seeing raises questions.  Does the rate of advance 
exceed our ability to anticipate, plan, design, develop, procure and 
use/ Are we moving too fast or too slow? Looking at, hopefully, 
unlikely extremes of this question suppose we are moving too rast/ 
Because of the plethora of decisions required of the field commander, 
necessary reaction time increases reliance on machines.  Üoes this 
pose the danger of losing control of tactical decision making? 
Suppose we are movmq too slow.  Does this pose the danger or our 
railing behind in our ability to hanaie the obvious threats and, more 
importantly, we may not be able to nandle rhe unknown ruture threats/ 
will procurement policies artificially force us in the wrong 
direction?  First« oy requiring too much competition in systems 
development or are  our mandates to use standards overly constraining/ 
What about automation? What is the correct man-machine interface? 
How rar ao we dare remove the man trom the system? Can we control the 
dvanmies or this technology by deciding how far and how fast we dare 
to go in such areas as decision maxing, command control and 
communications, target engagement or reliance on artificial 
inteiiigence/ 

commodore Platt 

This discussion will embrace tour points - changes we are seeing 
in our economy; the Navy's thrust tor increased competition; data 
rights and some problems in that area;  and some Navy actions in data 
r ights. 

Changes In our economv include revitaiization in general and in 
smoke stack America, redirection in most major businesses, interest 
rates more under control, low wholesale price index increases, and 
increased capital investment in industry.  Additional cnanges included 
re-evaluation ot their own portfolio managements and business thrusts 
by conglomerates, additional companies coming into the defense 
business, inordinate impact of Wall Street analysts on the thinking or 
major companies, and re learning and reuse of strategic planning.  I he 
Navy is trying to work its problems at the lowest levels - tne project 
levels - and it is appearing that is where they can be worked best on 
both sides of the table, (iovernment and industry are  victims of the 
same data base using the same numbers and often coming up with 
dirferent answers.  Deregulation is anotner torm of competirion and it 
is being pushed by companies and in many sectors of our economy with 
some benefits to consumers,  concern inn competition, the Japanese 
appear to read our books Iisted to what we say, beileve we actually do 
it and then go home and do it.  We are a  country and nave a Navy tnat 
operates well in crisis and it is managing a lot or problems now. 

In fostering competition, the Navy is not trying tor a minimum 
strategy but, hopefully, to do what seems best.  Ihe President has 
directed executive agencies to seek more competition,  ihe Congress 
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spei ieö out the desire for more competition in the l-r i^b4 Defense 
Appropriation Act.  The Secretary of Defense has directed (more 
competition) and the becretary or the Navy nas instructed top 
executives to seek more competition. Our strategy is to try to do 
more (to foster competition).  We are  working on rhe action or how to 
do it - intelligently - not whether or not it is good.  IntlexiDi iitv 
to change is not something the world rests with.  In ail dynamic, 
moving systems - technical, social or otherwise - chanae takes places 
as t ime moves on. 

the Navy thrust for increased competirion comes at a time of 
drastic events in the shipbuilding industry,  in aerosace, fifty 
nercent or the ousiness is attrloutaoie Ca military requirements. 
Commercial aircraft saies are  declining since I98Q.  Forecasts for 
snipDuiiding and aerospace make military market segments much more 
dominant,  in 19ö2 world trade dropped to the   lowest level since 
World War II.  Ihe number of ships in tne wor Id trading fleet has 
declined for trie first time in over thirty years.  Very few deep draft 
commercial ships are  ordered in this country.  ihus, in some 
industries the military is becoming the demand curve.  Corporate 
management at top levels and the Navy are   learning to work with it. 
Many people »eel that the defense computer business is 
counter-cyclical and that seems siMv.  ine Navv market for ships and 
shipboara systems seems bright into the years to come and a major part 
of that business for the foreseeable future.  When the Navy gets 
favorable buys it (still) wants to keeo its notions open for 
(follow-on) buys.  Ihe Navy's best interest is served bv industry 
being smart sellers.  A not-intormed industry and a not-intelIigent 
contracting business community is the last thinq we need.  Une of the 
best things that can happen from meeting like this is that the (navy 
representatives) tell industry what thev think.  industry likes if or 
it doesn't and may even get it changeo.  Most of the time the Navy 
gets hurt is from industry's uninformed, very lofty and treacherous 
business ventures. 

In many cases, the governrnprit cannot compete where it seeks more 
competition because of data rights.  I fie Navy is looking at how 
extensive that (restriction) is ana what me Navy wants to do about 
it.  It is very important for the Navy to get trie oata it needs anö 
has paid for.  The contract tor procurement of u.b.b. MUNITuV (circa 
IBb^) foilow-ons was a case where part was sole source and the 
remainder by competitors who paid a fee tn  the orininai designer tor 
drawings.  It is very important for the Navy to make sure it get the 
data it needs and has paid for.  As Defense budgets increase, Navv 
contract professionals are  to id to review trie oata rights issues in 
formulating new contracts, as change orders are issued don't give up 
the rights the Navy already owns and challenge the limited nahts 
stamps that go on many drawings when there does not appear to be a 
reason (for it).  Data rights issues have been pursued by the Navy on 
a case-by-case basis.  ihe other services may look at it somewhat 
differently, but it ail seems to be the same problem.  if the other 
services have a better way to do it, the Navy will join up.  On a 
case-by-case basis, examples are-.     Litton providing listings of 4,5UU 
inertia I navigation system parts the Navv couldn't buy directly 
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because of proprietary rights; bikorsky has agreed to their licensee 
selling directly to Inventory Control Points;p Pratt and Whitney has 
agreed to the sale of aircraft engine parts and items they don't make 
themselves directly to Navy Supply Centers; bperry has lifted the 
legends from their drawings with respect to Navy work and there are 
many other examples.  The Navy is tellinq all of its contracting 
people what industry tells us in these letters, so they know and can 
help implement it.  A point for encouragement is the responsive 
attempt to try to resolve some of- the "horror" stories we r^ear  about, 
borne of the stories we hear today on spare parts are   intensely and 
tiequetly discussed and are  painful,  borne qood is coming of it.  A 
lot of industry is responding as they see it and tryinq to make it 
easier and better for us to work in the spare parts area. 

ihe Navy seeks to get more competitive and would like to let the 
marketplace seek competition.  The Navy is trust in«] senior executives 
to be the ones to do it, to carry it out and to make it work.  The 
Navy Is very aggressively after more competition, wants to do it 
intelligently, understands there are  some programs it can't (promote 
competition) and wishes to reserve those decisions for itself. 

brigadier General Salisbury 

I his presentation is a perspective from the position of program 
manager in the Army's All Source Analysis System and Joint Facticai 
fusion Programs.  This is not a policy position in Army computer 
matters.  It is rather from a position of havinq to live with and 
implement these policies, with which there is, happily, complete 
agreement.  I his presentation is nut as spokesman for the Army but 
rather personal experiences and observations based on a former 
appearance at MlLCUM and as program manager for PLPb and IUSS (now 
Maneuver Control System). 

from a Proqram Manager's viewpoint, problems of the future divide 
into development, survivaoiIity and supportabiMty problems. 

The first development problem is acquisition cycle vs. computer 
based systems which are nearly, but not quite incompatible.  I he 
classical acquisition cycle is easily within I'd  years.  The technoloqy 
ha If-life is around two years today for major semiconductor 
innovations with shorter periods for some "leaps forward".  Think back 
eight years ago to I97b-7b, the birth of the microcomputer, and how 
far we have come since then.  How can we compare where we are in the 
latter part of that cycle with the technoloqy input of eight years 
ago?  To put perception of the user problems in focus, take ViblCALC. 
How could a top executive r\a\/e  been persuaded eight years ago that in 
eight years he could have a ViblCALC desk top environment/ 

Corresponding to the problem of technology half-life there is 
doctrinal ha If-lite.  There are measurable changes in doctrine which, 
although not as rapid as technology changes, make doctrinal half-lite 
much less than the acquisition cycle.  Regarding computers in C 1, the 
program manager in early stages must have tremendous insight to 
visualize problems and requirements eight to twelve years out in the 
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future.  Few have the insignt to accurately forecast thym; ana 
organizat lonai and methoa changes as well.  I he Army is going to a 
light division of l(i,0UU troops vs. a b,iuJU man conventional envision 
with a communications electronic warfare Dattaiion.  lne ugnr 
division will have  only a military intelligence company,  Furtherv 
there is a policy ha if-life incident to changing administrations, top 
military leaders etc. with accompanying shifts in priorities.  I he 
only solutions to these problems of the program manager is 
evolutionary development.  It was pioneered successfuliv in the 
Manuever control System and is being used in the Ail bource Analysis 
System today.  I he evolutionary development starts with minimum 
implementation in the hands of trooos so as to evolve the definit ion 
with the user.  It may be a disappointment m not soivnq many or all 
problems in first iteration.  It avoids, however , tne problems of a 
system passing the test of the rlngineering uevelopment Model and then, 
"falling flat on its face" in the hands or troops to whom it ib 
deployed because original requirements were almost "ivorv tower" anri 
many changes have  taken place.  In this sense it is a sort of 
Preplanned Product Improvement approach - starting small, usinq much 
user feedback and developing in increments.  Opportunities for 
technology insertion are open all along the way and t*his is a 
tremendous benefit.  it will be possible to use off-the-shelve 
computers in the initial iteration and shit-t to militarised rugged 1 zed 
and/or augmented system computers in later iterations whicn will also 
meet expand inn requirements. 

ihe program manager's job is greatly eased >r a  rotai package of 
computer resources with ail of trie oeveioprnent and support tools is 
ready to go rather than to have to "reinvent ail of those wheels". 
Ihe laissez faire approach has nut served tne Army weil in most of its 
program because the pressure to go for tne latest development, special 
purpose or other WISP, requires reinvenrion of support, framing and 
ioqistirs fools which is very expensive. 

ine problem as w* move into more stanoaruization is properly 
balancing competition wirh the benefits or si andardizat ion.  the WCF 
program is doing this.  There may, nowever, be problems as MCf 
transitions into a more limiteo supplier environment, but they appear 
to be manageable.  So for any new computer offered in a program the 
program manager will ask for complete documentation, a tun support 
environment including Ada, a total Ada programming environment and 
compatabi1ity across contractor environments.  (he transition to Ada, 
standardization of tools and configuration control across multiple 
suppliers is a nontr ivial problem. 

SurvivabiIity, more than anything else, iustifies a 
standardization approach.  It is one rhinq to nave compat 1 Ö I G 
processors, perhaps through the Ada level, and another thing to have 
interchangeable processors on a form, fn and function oasis. 
Visualize (CP) in trie height of battle, with only partial logistic 
support, and tne Maneuver Control or Intelligence Computer tails.  Ihe 
combat unit is hard pressed to continue operating with what is on hand 
and a combat service support or supplv computer is still operating but 
can not be applied to the manuever control or intelligence functions. 
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This is a real problem.  If downstream, the benefits of 
standardization can permit stopping computer operations for service 
support and applying that computer to manuever control or 
intelligence, the payoff will be tremendous.  It is of no comfort to 
know that there were twenty three eligible to bid on the computer 
that failed. 

In tne Army today, afrordab»Iity vs. survivabii1ty is a major 
dilemma in the Army today.  Ihe Maneuver Control System recently went 
through AbARC to go into a production decision.  Ihe I action Compute? 
Terminal and the Tactical Computer bystem performed in superior 
fashion and met every imaginable necessary military speritication but 
they were just too expensive to afford equipping the Army with them. 
The decision was to buy enough to meet the hard core requirements. 
Ihis will provide a back bone manuever control capability throuohout 
the tactical forces and will probably be complemented by a 
non-developmental terminal that can be made compatabie and 
interoperable with the developed Manuever Control bystern elements. 
There survivabi ilty will be traded off.  If the Army has a haro-core 
back-bone system it knows is going to survive under any operational 
exciqences, where additional processors and terminals for other staff 
elements are needed, they can be taken from the commercial world and 
not worry about (their) survivab» ut.v so much.  New technology is 
working for the Army in this area.      In the Tactical Combat bervice 
bupport area, TCbb System under the Computer bystems command is 
evaluating three competitive systems.  ihey are standard, commercial, 
off-the-shelf (equipments)painted u.U. and configured perhaps a little 
uniquely but with very little packaginq change.  They do not need much 
upgrade to survive reasonably well In the intelligence or maneuver 
control area.      Ihey are beinq looked at as possible surrogate 
terminals in those other areas.  TtMPEbT ano "shake, rattle and roll" 
will be easier and cheaper to meet with the new technology and 
packaging leading to greater survivabiI»ty of off-the-shelf equipment. 
Reduced costs may allow more throw away or radically different 
ma i ntenance ph iIosoph i es. 

Considering interoperability vs. integration, it is one thing to 
have systems that can interoperate.  Jt is another to have systems 
that are integrated in some sense.  lo illustrate, consider the 
display to operator ratio.  If an operator in a command post has to 
interoperate with maneuver, intelligence, fire support, etc. should he 
have  three different terminals »n front of him,'  Ihe laissez fiare 
approach says:  "absolutely that is what ne will get from three 
different contractors under three different programs".  that generates 
logistics, training and affordabiIity problems.  But a common standard 
type terminal that can interface all three will improve those factors 
for the Army. 

A related factor is the integration of systems, in a different 
sense, with distributed data bases.  Une concept is to continue to 
develop systems in a vertical fashion - one project manager and one 
requirements community looks vertically and defines what is needed in 
its operational area - fire support, manuever, combat service support, 
intelligence etc.  I hen when these systems are  all put together there 
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are major problems of interoperability ana or duplication of data or 
data cannot be exchanged because the data base formats, data elements, 
data dictionaries are  all different.  ine Army is now taking more 
horizontal looks across systems to develop horizontal as well as 
vertical integration.  It cannot be assumed that there is just one 
magical interface point where the whole intelligence community 
interfaces with the maneuver communitv.  In All Source Intelligence 
there are  many intelligence dedicated sensors which an All Source 
Analysis System would process information from.  There are  other 
systems that produce good information that can be used in the 
intelligence area,     f-ire support acquisition radars, tor example, 
provide information that is necessary for a complete intelligence 
picture.  Does that information have to flow all the way up to tne 
fire support chain to a control computer, then to a control computer 
in the intelligence chain and down to where it is needea or are  these 
systems to oe integrated at each and every level where it makes sense 
to do so?  The Army is moving more towards the latter, from a 
simplistic to a more com;)iex but a more survivaoie ana mire 
operationally useful environment. 

In trie supportabi i i ty area,   rhe man-macrune interface is kev m 
terms of trainabiI ity.  How can very complex systems be made trainadle 
to the average soldier in a reasonaole period or time so that out of a 
two year hitch the Army gets a lot of proauctive time out of him?  The 
related problem of how do vou make complex systems simple enough for 
the General to unaerstana as well?  I he utility of the computer 
processing capability can be applied to emoedded training and 
simplification of the operation of the man-machine interface.  We want 
to be able to move a Gi trained in one environment to another without 
starting from ground zero on training.  Field support of software is a 
problem aoctrinally in the stanaara system sense the Army wants to be 
responsive to the man in the field without making unique changes to 
impact standard world wide operation with training and doctrinal 
implications.  The right balance must be struck between responsiveness 
to the man in the field and maintaining standards,  it is also a 
problem in resources to provide post deployment software support.  it 
takes support groups of IÜ0 or more in a climate of increasing 
scarcity of personnel with required skills incident to strengthening 
divisions up front and reducing tne support elements.  Logistic 
support over the long term is especially important in view of the 
short technological life and examples of unique support of spares 
production for older equipments.  The support of the new high 
technology equipment has to be worked out for the life cyde of that 
equipment of IU to ^U years.  Ine MLr- approach in reducing the number 
(of different kinds) of things to support is on track as is having a 
small number of multiple suppliers. 

Wear Admiral Meyer 

The military profession is war.  It is not software, hardware or 
business.  War is our number one requirement.  Groups and interests in 
Washington rend to drift off that subject.  fhis presentation will be 
a series of returns to this criterion to compare both contrlDutions 
and readiness for war with it.  An attempt will be made from my 
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perspective to state what the problem is or should be ana to discover 
whether or not Ada, IADSTAND, or 5000.2 are going to help solve it. 
What mechanisms are going to be invented by people (in this community) 
who work on the solution to effective war? 

A recent GAO report stated it could not cite a single Joint 
program that had been effective in spite of thirty years of trying, 
[heir conclusion was:  It ought to work and therefore we ought to work 
harder on it. 

for my remaining time, I am going to work on the Battle Group 
within the Navy and try to influence the design of tne Battle Group as 
the fundamental fighting molecule of the Navy.  Battle forces are what 
we fight with. 

We are  starting with a cite at Wallops Island, Virginia and over 
the next B to 10 years significant and fundamental changes will be 
made. Work is commencing on installation at the (Systems) Engineering 
Center (SEC).  There, the basic elements of a Battle Group will be 
designed and installed.  From that, effort will be organized to 
"system engineer" the fighting molecule of the Navy.  Will it work.'  I 
don't know.  It will cost money and it is necessary in that It is the 
only direction 1 have found that is compatible and harmonious with the 
social, economic and logical conditions we are  dealing with in the 
Navy today. 

Passing over detailed discussion of instrumentation, the Battle 
Group in SEC, the engineering and the superiority of operations of tne 
men in the Battle Group will be the edge in winning the battle. 
Functionally, it can be broken down to detection, control and 
engagement as in the AEGIS program.  it has to be put together 
structurally and to function operationally.  The AEGIS fleet is being 
put together that way but there are  some problems and flaws associated 
with it.  Through an extraordinary partnership, we have proven in the 
United States that we do Know how to put together large reai-time 
tactical programs that deal in the non-linear aspects of battle - to 
the tune of millions of words.  ihere are  35 or 4U bays of computation 
right in the center of lICONDEkUGA.  I he operational program alone is 
of the oraer of a  mi I I ion words and many mi I I ion of woros go to 
sustain it and support the different elements in it.  The operability 
has been proven because, on her  maiden voyage, 1!CUND&ROUA sailed into 
harm. 

Tne Navy will build ^5 such cruisers but the question arises "How 
can the Navy keep up (programming for them) and keep (the software) 
together?" lhe answer today is a brute force approach and we are 
putting more people to sustain and maintain software than it took to 
develop it.  It is expensive and if (these programs) are added up for 
the battle forces of the Navy today there would be on the order of a 
billion words (of program) to be maintained over the next decade or 
so. there  are not enougn people avai lable to use that approach and to 
try it would be worning on the wrong problem. 

The Navy seems to have "worn itself out" on standardization and 



particularly in the hardware dimension - the computers.  I hat time is 
past and (the Navy) needs to "wear itself out" on computer programs. 
Ihe computers got where they are  through the application of millions 
or dollars ot technology, to the point today where the availability ot 
computers is so high we don't attempt to measure it.  Yet, it is a 
major breakthrough it the program in a ship like 1 ICÜNÜEROÜA does not 
r\a\/e  to be reloaded in a period of twenty four hours.  Ihe computers 
run for thousands and thousands of" hours.  Ihe Navy needs to change 
direction (in software development and maintenance) and it appears 
research, engineering and application is not being done in software 
and programs to provide techniques in software analogous to what was 
done in hardware.  It does not appear the Navy wi I I get them our. of 
efforts underway today,  lhat is where the basic problem is and where 
we have to find a way to solve it.  We cannot sustain the sortware 
because of cost even if we can buv it.  Maintenance is goinq to kill 
us (unless we do something about it). 

In looking at a possible solution, the "stretch sock svndrome" - 
it fits everybody and nobody - should be avoided in considering 
standardization of computer programs.  ihe (growth) of effective 
electrical power in this country was attained, in my judgment, through 
the Underwriters laboratory and its system.  A major thrust of the 
professional societies over the last Si) or 7b years has been the 
promotion of standards and specifications for effective use of 
electrical products.  None appear to have been an instrument of 
government, but were a proauct of the profession.  Underwriters 
Laboratory methods allow much variability in characteristics of 
electrical equipment so long as certain protocols are not violated. 
Ihe protocols are  relatively simple and very permissive, and 
protection devices are built into the system. 

I his (property) is missing from tactical waretare computer 
programs.  We are not getting there from nere and it does not appear 
Ada, HÜLs or more UOU instructions will get us there.  it looks as if 
industry will Dawe  to get us there and the question is: What will get 
industry to get us there?" 

There has to be a partnersnip but there is question that there 
can oe a partnership pursuing the policies we heard stated this 
morning.  ÜÜU and Congressional officials r\a\je  discussed partnership 
between Congress, Industry and ÜUU.  keai progress on it is not 
apparent.  The fundamental motivation of partnership is ability of 
industry to continue its own development.  I here does not appear to be 
a scheme to accomplish the partnership. 

deferring to the objectives ot this session, emphasis was on 
discussion of known issues and creation ot a partnership so as to tya^e 
a viable (workable and likely to survive) computer and software 
operation.  Ihe known issues are: The Navy has a billion words of 
program and a monstrosity of a maintenance problem over the next two 
decades.  The second issue is forming an effective partnership and 
discovering how, truly, such a partnership will come about.  Ihe third 
is survivabiI itv, not in the direct combat sense, but survival related 
to maintenance and productivity (of software).  We have to avoid 
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start-overs and endless searches when programs t>a^e  to be changed. 
Otherwise we will have obsolescent tactical programs.  We must pursue 
a partnership which can take root and grow over the next decade.  The 
problem is a system-engineered battle force.  Nothing less will win. 
One mechanism for creating that partnership is at the StL at Wallops 
Island, in the next year or two, and industry is welcome to Join up 
and participate. Finally, not estimating but controlling software 
costs is the only way we will get (Battle Group) system engineering. 

Brigadier General Hyde 

It is encouraging that Space Command was selected to represent 
the Air Force and provide an Air Force perspective on problems of the 
services in the future in the business of hardware and software. 
Space is where a great piece of our future lies.  The Air Force -all 
the services - have a heavy dependence on space. Over /UX of our long 
haul communications are handled by satellites.  Satellite systems are 
a  key part of our warning capability. Our military weather satellites 
provide key meteorological data to all the services.  The Global 
Positioning System will let us navigate world wide with unprecedented 
accuracy.  It will ultimately have lb satellites in orbit and provide 
positional accuracy to 10-IS meters.  there is more to come in space. 

This discussion will look into the future and future key 
requirements for military computer systems.  It with our missions 
today and the challenges we have ngnt now.  ihe mission are: - fo 
warn the NLA, the JCS, and key commands around the world of foreign 
ICBh and SLbM launches, and to assess eacf)  and all as possible attacks 
on North America (Air Force component of NORAU). - bpace defense, 
which involves surveillance, protection and negation. 

Space Command and its predecessors hawe  been doing space 
surveillance for over 20 years.  Its original charter was space 
surveillance - detect, track and catalog all man-maoe objects in 
space.  It is the one and only agency that provides a space catalog 
for the entire free world - what is up there, who owns it, how it got 
there and where it is going.  Presently, there are about 5100 objects 
in space and about 20,000 observations a day are  required from sensors 
all over the world to maintain that catalog. Protection involves 
warning the owners of tnose objects in space when they might be 
getting too close to one another or when a new launch, friendly or 
foreign might come too close.  In addition to protecfing against 
hostile threats, Space Command provides collision avoidance prior to 
launch of space missions bv comparing tne programmed flight path 
against the space catalog.  It is very important for missions of the 
Space Shuttle for example.  Negation (derives) from both national and 
DOD space policies which direct, within such limits as might be 
imposed by international law, the continued development of an 
operational anti-sateiloite capability to deter threats to friendly 
space systems and to preserve our rignt of self defense. 

These missions are carried out by means of Satellite Early 
Warning Systems (SEWS), a system of sensor satellites and Ground Based 
Sensors - radar, optical, infrared and other - the outputs of which 
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are processed and fed over an extensive Communications net to tne 
Cheyenne Mountain complex in Colorado Springs.  There these data are 
screened, collated, checked, verified and processed on over 80 
computers for presentation in various operations centers such as 
NORAD/SPACE COMMAND Command Post or the Space Defense Operations 
Center.  That is a quick tour through a very complicated system that 
takes over 9000 people, plus untold others associated with leased 
support systems, to operate and maintain.  I hat sets the stage for a 
brief description of some key problems ana challenges Space Command 
faces today - integrity, time urgencv, surviveabi1ity and capability. 

Because an inaccurate or ambigous assessment coming from the 
Command Post could, at the worst, set U.S. military forces in motion 
or, at the very least, cause an unnecessary preparatory posturing of 
forces that could be alarming to friends and enemies alike, the integrity 
of the total systems - sensors, communications, computers (both 
hardware and software), procedures, and people must be absolute. It 
simply may not fail, kiccup, be inaccurate or be ambiguous.  Morever, 
tne svstem must be extremely fast because ILBMs from the Soviet Union 
are only 30 minutes away and SLBMs, which are  detected and tracked by 
the phased array (PAVEL PAWS) radars on the East and West Coasts are as 
little as 13 minutes away.  Survivabi Iity is a challenge, too, because 
even though the Space Command Post in Cheyenne Mountain is the 
hardest/most survivable Command Post in the Western World, some 
sensors like PAVE PAWS are  obviously pretty vulnerable,  loday we use 
a big phased array raöar  at Concrete, N.D. to help track and identify 
ICBMs and objects in space and it aoes that (tunction) extremely well. 
But it, and it along, is the only remnant of the anti-balIistic missle 
capability we didn't build.  We have  no capability either to negate 
other threatening spacecraft.  That is a challenge as well. 

Space Command is going operational with new systems and 
capabilities in and for space.  Under development and beginning to 
test is our antisate Mite system consisting of a miniature vehicle 
which is launched from I— IS aircraft stationed at Lang ley and McChord 
Air Force Bases.  In operation, Space Command would inform NCA of a 
threatening satellite. If they make a decision to intercept,  the 
orbital parameters would be computed in the Space Defense Operations 
Center in the space catalog and an engagement profile as well.  ASAl 
Mission Control Center in Cheyenne Mountain would pass intercept data 
to communications processors at the ASA I F—15 Air Bases.  A profile 
tape would be produced and inserted in the F-1S along with the 
super-cooled missle that is going to do the job.  f-15 would take off 
and follow the profile to the launch box.  At the programmed time and 
altitude in the launch box, the vehicle is launched and makes the 
interception. 

Preparation is underway to replace the major computer systems in 
Cheyenne Mountain, using a new architecture in which the processing 
for each  mission area  is done in a distinct computer set.  It is not 
done that way today.  Mission areas are  combined in various ways and 
carried out in common computers and we find that is not a good way to 
do it.  Computer sets in this (new) architecture are connected to the 
common data input circuits and are connected to common display by some 
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kind of local area network or data bus.  With this design we can 
modify the processing for any one mission area without risk of 
disturbing the others.  That is very important because without that 
capability each time some calculation or parameter has to be changed 
in one mission area, and mission areas are interlaced, lines and lines 
of code ha\/e  to oe examined for every mission area there 15, In 
addition, with this kind of modular architecture processors can oe 
added for new mission areas as they might be assigned. 

Consolidated Space Operations Center (CSOC) is being built nine 
miles east of Colorado Springs. One side of the CSOC will be a 
Shuttle and Planning Complex which will functionally replicate the 
Johnson Space Center in Houston and provide a secured facility for 
carrying out Space Command mission as manager, planner and operator 
for all military space shuttle activities.  The other side of CSUC 
will be a satellite operations complex which wi I I be a duplicate of 
the Satellite Control Facility now at Sunnyvale, California and from 
which Space Command will exercise management and control of the major 
present and future DOD satellite systems SEWS...the Defense 
Meterological Satellite System...the new NAVSTAtf Global Positioning 
Satel1ites...the Defense Satellite Communications Systems and the new 
Ml Lb FAR constellation of survivable communications satellites all 
through a world wide network of ground based satellite tracking 
stations. 

Put all together and it comes to distributed processing on a 
global scale, a global intertwined system of surveillance and warning, 
navigation, command, control and communications, satellites and ground 
nodes, with all manner of vehicles, manned and unmanned, whose 
on-board systems communicate in real time with ground based elements. 
It includes space borne data capture and processing, 
satellite-to-satellite communications, downlink and uplink 
communications from fixed and mobile ground and air control centers 
and tracking stations, and communications to and from these centers to 
fusion centers at various commands around the world. 

Further in the future a space based radar and defense against 
ballistic missiles may be invisaged with possibly a laser or 
laser-like weapon that can destroy an ICBM or SLBM early during its 
boost phase.  Future requirements in computers and software include 
micro-micro-miniaturization, very large scale and very high speed 
integrated circuits, higher-than-nigh order software languages and all 
the other technology advances industry can provide.  I here are a few 
requirements driven by Space Command mission and architecture that 
stand out sufficiently to be addressed individually. 

Global architecture and space-wide deployment of those system 
elements absolutely demand distributed processing.  This applies to 
the architecture overall and to all nodes in the architecture.  More 
autonomous on-board processing at point of contact will be required to 
strike a balance between distributed processing and network 
communications. 

Because the time-lines are short and the mission is critical, 
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Systems must be absolutely accurate, failsafe, fault tolerant and with 
comprehensive built-in self diagnostic features.  Because they are 
space based they must be self healing.  Reliability and 
maintainability are  absolutely crucial. 

The universal military requirement - survivabi1ity - including 
protection aqainst physical and electromagnetic threats and 
multi-level security against tampering must be met in future space 
systems.  The use of mobility for survivabiIity of systems, such as 
are  in Cheyenne Mountain, will tax the computer builders of the 
future. 

In answer to questions and responses to comments the following 
points were made: 

 The Air Force Advocate for Competition is not one man but the 
entire Air force procurment structure. 

—txpert systems are threshold state-ot-the-art ano as a facet 
of Al they offer the nearest term pay oft.  It appears they will 
be manageable for insertion into tne Army system area.  Docu- 
mentation, specifications and testing are problems associated 
with it.  It is estimated that the first useable systems will 
appear in five years in the intelligence area in limited classes 
of problems. 

 Information and computer sciences curricula appear to lack the 
hard core disciplines characteristic ot engineering curricula in 
the past but there are trends toward improving these curricula. 

 In dealing with the data rights issue incident to purchases of 
commercial data equipment, the Navy looks at data rights to de- 
cide what data rights it needs for its purposes.  In competitive 
strategies when data rights are  not needed they will not be re- 
quired.  In systems acquisitions, data riqhts needs will be 
identified up from and measures will be taken the acquire them 
betöre development starts. Occasionally the Navy as determined 
that acquisition of data rights was not worth the cost and effort 
in the interest of war readiness. 
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Or. LiebIein 

This session will cover emerging and emerged technologies. 
Technology in a military computer context is a mixed bag. To some it 
is a monster - how to deal with technology in the context of 
competition and standardization.  To others it is an unstoppable train. 
The perspectives presented will be from those who both deal with 
technology and work every day at it - in important technology programs 
both government and industry sponsored. 

Attention will be focused on where the technologies discussed are 
heading and where we will be in 5, 10 or 20 years.  Topics are VLSI, 
VHSIC, the Software Factory concept, computer architecture, Al, 
strategic computing and super computing. Problems to be dealt with and 
near term opportunities will be pointed out. 

Or. Patterson 

This discussion will point to silicon technology and not initially 
to gallium arsenide or J-J devices which could conceivably play a role 
in computer technology in the 1990s.  It is based largely on the great 
effort being put into silicon technology and the inertia inherent in 
such a large and dynamic industry. 

The VHS1C effort was started in the late 70's to reverse the 
erosion of (U.S.) technology lead over some adversary countries.  We 
decided Ü0Ü was not doing a good enough job to get 1C technology 
available in commercial industry into its systems.  This was the prime 
driving force for the VHSIC program. OSD/000 wanted to address the 
needs of the signal processing capability for military systems and 
direct its efforts totally at reducing this technology insertion gap 
and getting microelectronics into the military systems.  In the 1960's 
000 had advanced microelectronics in its systems before commerical 
(industry) did.  In the I970's commercial industry had developed LSI 
and 000 said let us see what we can do to get it into military systems. 
That added another five years to make these devices compatible with 
military requirements.  With VHSIC D0D/0SD anticipated where industry 
would be in the mid 80's and engaged companies to see how this 
technology, as it emerged, could be applied to military requirements. 

Inherent with the complexity of VHSIC chips is the added 
reliability which has always been a problem in military systems.  In 
reducing part counts VHSIC could reduce life cycle costs.  VHSIC thinks 
a hundred fold increase in reliability will come about.  VHSIC Phase I 
development stressed built-in-test and should improve operational 
maintenance.  New designs for fault tolerance have been examined. 
Military systems have radiation environment requirements that 
commercial industry does not have. 

In the 80's time frame, commerical industry did not have the 
throughout that military systems needed from its integrated circuits. 
Then 10 to 10 operations per second were quoted for military 
requirements.  These levels are being reached with some Phase I 
technologies.  Later, submicron developments will be discussed for 
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Systems that need even higher throughputs. 

In Phase 1 VHSIC wanted industry to address 1 1/4 micron feature 
size suitable for subsystem brassboards for military applications. 
Also, there was a smaller effort on device problems to get devices down 
to 1/2 micron feature size. 

In Phase II pilot production for 1/2 micron chip sizes would be 
started and 1 1/4 micron chips would start to be put in military 
systems. A lot of perpheral and auxiliary studies needed to be done 
and nearly $50 million was spent on Phase II programs to address 
problems arising out of this technology. 

In the early 80's the functional throughput rate defined as a 
function of gate density (gates per square centimeter) and the clock 
speed in Hertz was around 10 and typical of better commerical chips 
today. VHSIC I addressed functional(throughput of 5 x 10 . VHSIC 11 
will address a figure of merit of 10 to be attained in the next few 
years. Radiation tolerance and easy insertion were also stressed for 
mi 1itary systems. 

A variety of vendors and four different technologies were used to 
address these problems.  Six contracts provided a variety of 
architectural approaches and with brassboards assured applicability to 
mi Iitary systems.  Among the packaging problems were extremely high pin 
count, chip sizes approaching 300 mils on a side and power dissipation 
of 1 to 3 watts. Package types are being examined including pin-grid 
and package attachment to the board. 

In 1984 the end of Phase I is upon us. there  are no impediments 
to successful fabrication of I 1/4 micron chips.  DO0 accepts and wants 
VHSIC for military systems and an equal number of pilot lines have been 
company funded.  This has resulted in government and industry 
proceeding together with commerical benefits in competitive stature and 
near completion of six fully functional chips and 64k RAM types. 
Comparatively, VHSIC stresses high throughput and reliability while 
commercial industry tends toward higher gate density to get lower cost. 

Looking at VHSIC Phase II and some of the goals of the sub-micron 
technology effort, chips are being put into a funded fifteen systems 
for insertion of VHSIC technology into military systems. Contracts for 
improvement of yield on Phase 1 pilot lines have been announced in 
order to bring cost down to a reasonable level - anticipated to be $500 
per chip in the 1986-88 time frame. There   is also a manufacturing 
technology program underway.  The Integrated Oesign Automation System 
(IDAS) is aimed at a very big military problem and somewhat less 
commercial problem - Improve the design time in getting to the chip 
mass from the system requirements. 

In VHSIC Phase II interconnect and packaging technology in the 
1985 to 1988 time frame will look at alternative board construction to 
get around packaging large pin counts onto the package, materials 
permitting faster speed because of the capability of the board 
material, tape interconnects, new methods of package attachment to the 
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boards, new carriers for higher pin count and putting multi-chips into 
the packages for higher packing density. 

The aim of IDAS is to develop software to facilitate going from 
the operational requirements to the system to automate as many of the 
steps as possible, and to get down to the final pattern generation for 
defining the silicon pattern on the chips. 

A sub-micron capability is needed because speeds we are getting 
today are not sufficient for high throughput needed in some key areas. 
In this we will perhaps be leaving optical lithography and goinq to 
E-beam or X-ray lithography, double level metallization on the chip 
and dry etching. 

Submicron devices have been made at the individual transitor 
level, modeling is improving and we see no real problems in being able 
to fabricate half micron technology in the late 1980's. 

Soon, a statement of work for the sub-micron process development of 
chip needs where the clock speeds are going up to I00MHZ over the 25 MHZ 
now current will be addressed.  Chips of gate density, in the IOQJC 
area, of 100,000 gates per chip will be addressed.  In the memory area 
we anticipate technology affording 256K static random access memory. 
Pin count for packages will go up to 300 again. 

There is a commonality with commercial industry and both are 
approaching state of the art at about the same frame rate.  UOD 
money is getting new developments put into military rather than 
commercial systems. 

from  the VHS1C program, we expect to be in sub-micron technology 
in the late 80's.  We anticipate gate delay speeds of less than 1 nano- 
second.  Chip complexities of 100,000 chips per device will give 
throughput rates of 10  gate hertz per centimeter and 10  and more 
operations per second throughput. 
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Dr. Mathis 

Ada*   PROGRAM 

TECHNOLOGY 

-STANDARD LANGUAGE 
— Ada* PROGRAMMING SUPPORT ENVIRONMENTS 
-METHODOLOGIES 

EDUCATION AND TRAINING 

POLICY AND PUBLIC INTERFACE 

APPLICATIONS 

GENERAL MANAGEMENT 

- Ada" M a ragiatarad tradamar*. of tha U.S. Oawtinnwnl (Ada Joint Program OfHoa) — 

In the I98Ü fiscal Appropriations Act Congress mandated the 
acceleration of the Ada Program and that is exactly what DSD/Ada Pro- 
gram Uffice has been doing.  In emerging technologies if you wait "un- 
til the horse has left the gate'\ you "cannot place a betM.  In terms of 
emerging technology Ada is an existent technology - there are validated 
compilers and so on. 

I his slide shows the role of Ada and includes a "waterfall" 
diagram ot software development, a small role in coding and the many 
other activities in software development we need to focus on.  Ada is a 
way of focusing on mission systems reguirements and other large areas 
that have to be addressed.  000 is also focusing its tremendous power 
as a consumer to get things done its way.  Ada is really changing the 
way software is developed, purchased, paid for and maintained over the 
life cycle.  That is why chose ÜÜÜ - Industry cooperation is needed. 

Mission 

Ada 
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In a changing market place ÜSO/ÜUO wants to make sure that   its 
friends,  our AUA users - people who have gotten on the Ada bandwagon, 
turn out to be successful   in the overall  marketplace.     Because  it   is 
with  successful   companies we   like to do business. 

At  MILCOM  I   there was considerable support  tor Ada standardization 
and for software standardization to drive our overall  mission critical 
computer programs.     At MILCOM  II   there was considerable support  - so 
much so that   it was not really discussed as a controversial   item.     Ihe 
message from M1L.COM  111  might be,   in baseball  parlance,   if vou don't 
hear   it  the third time  it   is three strikes and you are out.     I   do not 
think there   is any other  software or  software engineering game   in  town 
except  Ada.     Don't  get the   impression   1   am supposed to be   impartial.      I 
am the chief  Ada pusher. 

STANDARD ADA* LANGUAGE 

o      ANSI/MIL-STD-1815A-1983 17 FEBRUARY 1983 

o      VALIDATED PROCESSORS: 

NEW YORK UNIVERSITY - ADA/ED li APRIL 1983 

ROLM/DATA GENERAL - ADE 13 JUNE 1983 

WESTERN DIGITAL/GENSOFT 9 AUGUST 1983 

TELESOFT. ARMY ALS. AIR FORCE AIE. ETC 

AFTER A LONG COMPETITIVE REQUIREMENTS ANALYSES AND DESIGN 

COMPETITION. ADA WAS FINALLY APPROVED AS AN AMERICAN NATIONAL 

STANDARD ON 17 FEBRUARY 1983.   THIS IS A SIGNIFICANT 

ACCOMPLISHMENT FOR THE PROGRAM IN THAT IT INDICATES BOTH MILITARY 

AND INDUSTRY ACCEPTANCE OF THE LANGUAGE AS A STANDARD.   FOLLOWING 

THE ACCEPTANCE OF THE STANDARD, THE FIRST PROCESSORS FORMALLY 

VALIDATED WERE FROM NEW YORK UNIVERSITY ROLM/DATA GENERAL AND 

WESTERN DIGITAL (NOW MARKETED BY GENSOFT).    IN THE NEXT TWELVE 

MONTHS. WE EXPECT TO SEE COMPILERS FROM TELESOFT, THE ARMY'S ADA 

LANGUAGE SYSTEM (ALS), THE AIR FORCE'S ADA INTEGRATED ENVIRONMENT 

(AIE). AND PROBABLLY OTHERS COMING FOR VALIDATION. THE PROCESS 

OF VALIDATION IS A VERY RIGOROUS TESTING FOR CONFORMANCE TO THE 

STANDARD! IT DOES NOT NECESSARILY INDICATE THE SUITABILITY OF A 

PARTICULAR COMPILER FOR ANY GIVEN PROJECT. 

* ADA IS A REGISTERED TRADEMARK OF THE U.S. GOVERNMENT (ADA JOINT 
PROGRAM OFFICE) 

As to tne status of Ada, there are three validated compilers - New 
York University, ttolm and Data General.  Western Digital validated 
their compiler in August and immediately sold the rignts to a new 
company called GtNSOFl.  Ihe S0F7ECH AOb being written for the Army 
will be coming for validation in the earlv summer (I4b4).  The 
JNTERMhTKICS, written compiler for the Air Force Ada Integrated Environment (AIE) 
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will be coming for coming for validation in late fall of I9Ö4.  It is 
expected that the TELESOFT compilers written for their own purposes and 
in conjuction with IBM on the SUBACb project will be coming for 
validation in the early part of 1984.  The Danish Dateroatric Center, 
York University, ALS15 from Europe will all be submitting their 
compilers during the coming year, and other products are expected. 

ADA* USE 

o  DEFENSE AUTHORIZATION ACT, 1983 

• . . . ACCELERATE . . . ADA . . ." 

o  DELAUER MEMO 10 JUNE 1983 

DoDD 3405.xx (DoDI 5000.31) 

ADA TO BE USED ON NEW PROGRAMS IN 1984 

o  SERVICES AGGRESSIVELY PLANNING FOR ADA 

IN THE DEFENSE AUTHORIZATION ACT FOR 1983, CONGRESS SAID 

THAT. "THE DEPARTMENT OF DEFENSE SHOULD ACCELERATE IMPLEMENTATION 

OF THE ADA HIGH ORDER LANGUAGE AND CONSTRAIN TO THE MAXIMUM 

EXTENT FEASIBLE SERVICE VARIATIONS ON ÄDA TO ENSURE THE UTMOST 

COMMONALITY OF SYSTEMS SUPPORT SOFTWARE*.  IN KEEPING WITH THIS 

DIRECTION. UNDER SECRETARY OF DEFENSE FOR RESEARCH AND 

ENGINEERING. RICHARD D. DELAUER ISSUED A MEMO DATED JUNE 10, 1983 

CIRCULATING WHAT USED TO BE CALLED DoD INSTRUCTION 5000.31 FOR 

FINAL COORDINATION.  DUE TO RENUMBERING THIS WILL BE CALLED DoD 

DIRECTIVE 3105.XX. IN THAT MEMO, DELAUER SAID THAT, "ADA 

(ANSI/MIL-STD-1815A-1983) is APPROVED FOR USE CONSISTENT WITH THE 

INTRODUCTION PLANS OF THE INDIVIDUAL COMPONENTS AND THE 

• ADA IS A REGISTERED TRADEMARK OF THE U.S. GOVERNMENT (ADA 
JOINT PROGRAM OFFICE). 

VALIDATION REQUIREMENTS OF THE ADA JOINT PROGRAM OFFICE.  THE ADA 

PROGRAMMING LANGUAGE SHALL BECOME THE SINGLE, COMMON COMPUTER 

PROGRAMMING LANGUAGE FOR DEFENSE MISSION-CRITICAL APPLICATIONS. 

EFFECTIVE 1 JANUARY 1984 FOR PROGRAMS ENTERING ADVANCED 

DEVELOPMENT AND 1 JULY 1984 FOR PROGRAMS ENTERING FULL-SCALE 

ENGINEERING DEVELOPMENT, ADA SHALL BE THE PROGRAMMING LANGUAGE... 

OTHER PROGRAMS ARE ENCOURAGED TO USE ADA AS SOON AS AND WHENEVER 

POSSIBLE." 

THE SERVICES ARE CURRENTLY REVISING THEIR INTRODUCTION PLANS 

IN CONFORMANCE WITH THIS DIRECTIVE FOR ACCELERATION. ALTHOUGH 

THE DETAILS ARE STILL BEING WORKED, IT IS CLEAR THAT EACH OF THE 

SERVICES HAS AN AGGRESSIVE PLAN FOR EARLY USE OF ÄDA. 
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You are all familiar with the June 10 Ür. Lauer memo mandating 
Ada. 

The next item is the really new emerging area that ÜSD/Ada Program 
Office would like everyone to become familiar with,  lhese are  the Ada 
Programming Support Environments (APbEs). 

ADA* PROGRAMMING SUPPORT ENVIRONMENT 

o STONEMAN 

o REHOST, RETARGET. RETOOL 

o KIT. KITIA 

o COMMON APSE INTERFACE SET (CAIS) 

o EARLY RELEASE OF ALS 

o ENVIRONMENT EVALUATION AND VALIDATION 

IMPORTANT AS THE ADA LANGUAGE IS, EVEN GREATER BENEFITS WILL 

BE DERIVED FROM THE USE OF COMMON ADA PROGRAMMING SUPPORT 

ENVIRONMENTS (APSE). THIS IDEA HAS RECOGNIZED EARLY IN THE ADA 

PROGRAM AND THE STONEMAN DOCUMENT DEFINED A MODEL FOR THE 

CONSTRUCTION OF AN APSE.   THIS HAS THE BASIS FOR THE DESIGN OF 

BOTH THE ARMY'S ADA LANGUAGE SYSTEM (ALS) AND THE AIR FORCE'S ADA 

INTEGRATED ENVIRONMENT (AIE). OTHER SYSTEMS ARE ALSO FOLLOWNG 

THIS MODEL. 

THIS LEAD TO OUR PLAN Tö DEVELOP A PROGRAMMING SUPPORT 

ENVIRONEMNT WHICH HAS REHOSTABLE. RETARGETABLE. AND RETOOLABLE; 

MEANING THAT HE COULD RUN THE SAME PROGRAMMING SUPPORT 

ENVIRONMENT ON A NUMBER OF DIFFERENT HOSTS, TARGET IT FOR A HIDE 

ADA IS A REGISTERED TRADEMARK OF THE U.S. GOVERNMENT (ADA 
JOINT PROGRAM OFFICE). 

2i 1-08-8 REVISED 11-08-83 
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VARIETY OF MANY COMPUTERS AND ENVIRONMENTAL CHARACTERISTICS AND 

ALSO PROVIDE A MARKET PLACE FOR ADVANCED SOFTWARE DEVELOPMENT 

TOOLS. 

THE KAPSE INTERFACE TEAM (KIT) AND THE KAPSE INTERFACE TEAM 

INDUSTRY/ACADAMIA (KITIA) WERE SET UP TO STUDY THE PROBLEMS OF 

REHOSTING, RETARGETING, AND RETOOLING PARTICULARLY AS THEY APPLY 

TO THE ALS AND AIE. THEIR WORK IN THAT AREA HAS LEAD TO A 

DOCUMENT NOW REFERRED TO AS A COMMON APSE INTERFACE SET (CAIS). 

THIS WAS RELEASED FOR PUBLIC DISCUSSION IN SEPTEMBER 1983 AND MAY 

EVENTUALLY BECOME A STANDARD FOR SOFTWARE DEVELOPMENT SYSTEMS. 

IN NOVEMBER 1983, THE ALS WAS RELEASED FOR POTENTIAL 

REHOSTERS AND RETARGETERS TO BEGIN LEARNING ABOUT THE STRUCTURE 

OF THE ALS AND BEGIN WORKING WITH IT. 

WITH A NUMBER OF ENVIRONMENTS POTENTIALLY AVAILABLE FOR USE 

ON A PROJECT, IT BECOMES IMPORTANT FOR US TO KNOW THE 

CHARACTERISTICS OF THEM AND THEIR APPLICABILITY IN THE SITUATION 

UNDER CONSIDERATION.  FOR THAT REASON, THE AJPO HAS SET UP 

ANOTHER TASK CALLED ENVIRONMENT EVALUATION AND VALIDATION, WHICH 

WILL HELP DEVELOP THE APPROPRIATE EVALUATION CRITERIA FOR 

DECIDING BETWEEN THE VARIOUS TOOLS AND ALSO THOSE ASPECTS OF 

ENVIRONMENTS INTO WHICH WE CAN EXTEND THE COMPILER VALIDATION 

IDEAS. 

Through the KIT or KITIA effort» Ada proqram office has now come out 
with a common APSE interface set.  this is a model tor standard 
interfaces between Ada development tools and the underlying operating 
system.  In many ways, it is UNIX grown up and re-cast in Ada terms. 
People familiar with UNIX concept will find transition to CAIS straight 
forward. OSO/Ada Program Office is beginning to sponsor some projects 
that will be directly demonstrating how UNIX-related software 
techniques can be directly transitioned to CAIS.  With the tools we 
have with Ada, OSU/Ada Project Office wants an expanded framework over 
UNIX in such areas as, tor example, a better file structure. 

CAIS SCHEDULE 
16 NOVEMBER 1983 (REVISED) 

• DRAFT VERSION 1.0 - 26 AUGUST 1983 

• PUBLIC REVIEW 14-15 SEPTEMBER 1983 

• DRAFT VERSION 1.1 ••  30 SEPTEMBER 1983 

• PUBUC COMMENTS - 1 NOVEMBER 1983 

• SERVICE TECHNICAL COMMENTS - is DECEMBER 1M3 

• DRAFT VERSION 1.2 -   AMUL1M4 

• DRAFT VERSION 1.3 -   NOVEMBER 1M4 

• MIL-STD VERSION 1 -   JANUARY 1 MS 

• INITIATE MIL-STD VERSION 2 - JANUARY ms 

• DRAFT VERSION 2 (SEE NOTE) -  JANUARY 1M6 

• MIL-STD VERSION 2 - JANUARY 1M7 

NOTE: CONFIGURATION CONTROL OF ALS. AIE ANO CAIS BY SOME JOINT SERVICE 
CONFIGURATION CONTROL BOARD 
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This is the CA1S schedule.  It is out for technical comment. 
OSD/Ada Project Office expects to issue a revised draft in April and 
November 1984 with the goal of having a MILSTD in January 1985.  I he 
MILSTD (CAIS) will then be revised and put under configuration control 
by the Configuration Control Board that manages ALS and A1E, and 
probably the Navy ALSN. This will provide a link between people 
working on standards and interfaces and those who have existing systems 
to be maintained.  A revised MILSTD is targeted for January 1987 at 
which time A1E, ALS, ALSN and the revised CAIS standard will all 
conform to one another,  lhe CAIS will be the standard for any new Ada 
support-related tools. 

OSD/Ada Program Office is moving into the methodologies area and 
expanding the role of Ada to cover requirements and design lanquages 
and expert development systems. Work is starting on the programming 
support environment for the next generation (computers),  for example, 
the library system of the I960's was a sequential listing of programs 
on a tape.  It is totally unsatisfactory for reuse of complicated 
software modules.  Ada program is headed for resueabiiity of software 
and run-time standards are  projected for the target environment.  Ihese 
will provide the same kind of services for executing programs that CAIS 
provides for development systems,  lhe first draft of a 
Transportabi Iity Handbook is expected by the end of 1984. An Evaluation 
and Validation of Programming Environments Working Group is holding a 
workshop April i-b,   1984.  It is an extension of Compiler Validation 
efforts, it earlier KIT1A efforts and was announced in CBD about 2 
weeks ago. 

ADA PROGRAM 

AJPO 

DOD 
SERVICES 

MIL 
STD 

BOB MATHIS ISO/TC 97/ 
SC5/WG 14 

ANSI 
STANDARD 

ADA 
BOARD 
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OSO/Ada Program Office now nas permission to work on International 
Standard Organization  (150) standards.  ISO nas a technical committee 
on computer standards, sub-committee 5 on programming languages and 
working group 14 on Ada standards.  ISO includes Soviet Union and 
People's Republic of China. 

In conclusion, Ada and STARS are the mainstream of software 
engineering.  It is a big advantage of Ada to the DOD.  The community, 
as in the Ada program, wanted to look at the same kinds of software 
engineering problems first.  Ability to work in Ada will be requisite 
to taking advantage of work to be done in industry and the university 
in expert systems and future computing in the 199U's. 

Supplementary information on Ada Proqram is provided on tne 
following five slide reproductions. 

CAIS - COMMON APSE INTERFACE SET 

CHARACTERISTICS 

HAS A RELATIVELY SIMPLE, UNIFORM UNDERLYING MODEL 

DOES NOT UNDULY INTERFERE WITH IMPLEMENTATION STRATEGIES 

INTEGRATES SMOOTHLY WITH THE FEATURES OF ADA« 

PROVIDES A FLEXIBLE FOUNDATION FOR CONFIGURATION MANAGEMENT 

MERGES MODERN OPERATING SYSTEM AND DATABASE 

MANAGEMENT SYSTEM IDEAS 

^ Ada* is a registered trademark of the U.S. Government (Ada Joint Program Office) 
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KIT/KITIA 

KAPSE INTERFACE TEAM 

JANUARY 1982 MEMORANDUM OF AGREEMENT 

A NAVY LED DOD TEAM 

KAPSE INTERFACE TEAM FROM INDUSTRY AND ACADEMIA (KITIA) 

CHARTERED TO FORMULATE INTERFACE STANDARDS 

-FACILITATE MOVEMENT OF TOOLS AND DATABETWEEN APSES 
—AIE, ALS AND ALL OTHER DOD APSES CAN EVOLVE TO 

Ada® is a registered trademark of the U.S. Government (Ada Joint Program Office) 
»34-4 

SATELLITE FACILITIES 

INSTITUTE FOR DEFENSE ANALYSES 

WPAFB ■ LCF 

(LANGUAGE CONTROL FACILITY) 

GSA/FCTC 

(FEDERAL COMPLIER TESTING CENTER) 

GERMANY MOD/IABG 

ENGLAND NPL 

CEC ("COMMON MARKET') 

Ada* is a registered trademark of the U.S. Government (Ada Joint Program Office) < 
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ADA BOARD 

AJPO DIRECTOR'S ADVISORY BOARD 

OFFICIAL FEDERAL ADVISORY COMMITTEE 

STANDARDS MAINTENANCE 

—MIL-STD 
—ANSI PUBLIC COMMITTEE 
—ISO EXPERTS GROUP 

PLANNING MEETINGS 

—13 MAY 1983 
—4-5 AUGUST 1983 
-18 OCTOBER 1983 

TECHNICAL SUPPORT 

Ada* is a registered trademark of the U.S. Government (Ada Joint Program Office) < 

Ada® JOINT PROGRAM 
OFFICE STAFF 

DR. ROBERT F. MATHIS 
DIRECTOR 

MS JUNE LUDWIG 
MS DORIS REEVES 
SECRETARIES 

LT. COL RICHARD STANLEY 
ARMY DEPUTY DIRECTOR 

LCDR BRIAN SCHAAR, USN 
NAVY DEPUTY DIRECTOR 

LT. COL VANCE A. MALL USAF 
AIR FORCE DEPUTY DIRECTOR 

TO CONTACT THE Ada® JOINT PROGRAM OFFICE 

MAIL: ARPANET: 

Ada® JOINT PROGRAM OFFICE MATHIS @ ECLB 
RM. 3D139, (400 A/N) PENTAGON MALL @ ECLB 
WASHINGTON. D.C. 20301 SCHAAR @ ECLB 
TELEPHONE: (202) 694-0209 STANLEY @ ECLB 

AV 224-0209 

V. Ada* is a registered trademark of the U.S. Government (Ada Joint Program Office) 
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Ur. Man lev 

lhis presentation will relate to blARb program, software 
engineering and software factories - present status ana future 
prospects.  STARS is aiming to solve the Navy "billion word" plus otner 
services software maintenance problems,  boftware maintenance is laoor 
intensive and it is growing, une driver was tne projection tnat tnere 
would not be enough programmers to handle future problems. So one 
alternative was some way to reduce labor intensiveness. 

SIARb aims at an order of magnitude improvement over a seven year 
Joint program.  It is not only computer system practices but also 
business practices, the acguisition program, data rights and 
competition.  It is not just technology but a very oroad program of the 
whole spectrum in tryinq to improve computer technology. 

In this session empnasis is on metnodologies, tools and integrated 
software environments.  In the Ada world "environmentM is going outward 
from the compiler to minimum Ada support environment, to a larger 
environment.  Today, it starts with a concept of software tnat qoes 
into a svstem - really it starts witn the svstem - ana allocation down 
to software tnrough the software development life cycle, back to 
integration into a system and the wnole lite or the svstem over IU,^U 
or JU years.  fhe environment of a JU or 4L) year span is another 
perspective.  "Lire cycle" refers to tne entire lite cycle, not lust 
building software. 

There are almost as many definitions of "sottware engineering" as 
tnere are writers and experts on the subiect.  It is aeneraliy conceded 
"software engineering" started in l^btf »n a NAiu conference and was 
enunciated by fritz Bauer,  it is a young term, and in spite of not 
naving a generallv accepted definition or it, tne overall principles of 
sofware engineering are generally accepted. 

Systems in this context are  becoming so large and complex there is 
great difficulty in coping with them.  So one principle is to simplify 
tne complexity.  Although there are  buzz words on how to do it, 
simplification is putting structure into the process, the code and 
modularization.  Putting discipline not onlv into the process of 
programming but also into its management, into training of people, into 
personnel systems, subsystems and interfaces in a complete life cycle 
framework.  In a nfe cycle approach, it is not just programmers or 
other separate skills involved.  It is also managers, users, 
maintainers, developers and designers.  it is not a one-person or one- 
ski 11 operation.  It is a lot of people and that is software 
engineer inq. 

Recently the need and advocacy of re-usable parts or code or 
standard parts because the wheel keeps being re-invented - over ana 
over again-in modules and algorithms in different systems. 

A third point is automation, as tar as possible, of the entire 
process from requirement specification to automatic code.  in the Mib 
and blS world fourth generation languages, wnich are  rather trivial 

-46- 



compared to military systems, the user can be led through to generate a 
COBOL program which will then generate a report rather than have the DP 
shop do it. 

If the word "software" is removed it becomes principles of 
engineering or of systems engineering.  So software engineering is 
things that have been done all along in other fields. 

Software engineering is being practiced.  Leading aerospace 
companies and most space andd efense contractors are  using these 
principles in one form or another.  Also, in the commercial  world 
there are  mission critical systems such as nuclear power plant 
control systems and electrical power control, CAI scan systems, 
eletronic funds transfer systems.  Some MIS and BIS systems in commerce 
and the government are  also using these systems.  Engineers who are 
putting microprocessors into fuel injection and home appliances are 
treating software as a component part and r\a\/e   learned to program. 
Software engineering is now starting even in that smalI shop 
world. 

The challenges are  first, how to automate individual methodologies 
and to integrate steps of them.  Second is education and training of 
people in these principles.  This comes to the third challenge and 
biggest point - cultural change. 

All the leading telecommunications companies are writing big 
public switching systems.  The only way they can achieve success in 
writing those large, complex and interactive programs is to use 
software principles.  There is no other way. 

I EEL is now advocating standards for software engineering.  ACM is 
at a "software engineering notes" level and is plugging software 
engineering in all of its literature.  There are  others.  Major 
universities are now starting to shape curricula to include software 
engineering. 

One thing of importance is the SEI of the ÜO0.  Similarities 
between hardware and software engineering are growing but some 
differences remain.  The art and craft of the single programmer is 
getting into the trade process - skill in techniques which are 
repeatable.  Those trades, where the future is going, can be integrated 
into complete factories. 

The hardware factory has the line that produces the product and 
support functions.  The line is all steps from receipt of raw materials 
to exit of finished goods.  Support functions include planning 
manaugement personnel, training and industrial engineering.  Quality 
control, inventory controls, maintenance of plant equipment and the 
controller.  All are   involved except the repeatable manufacturing 
processes in software engineering and that too may exist (in some 
cases). 

Software engineering is new, its principles are  acceptable and 
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in use and "factories" will be the next step.  The caveat is that 
sotware technology is not standing still and state of the art is always 
ahead of state of practice. STARS is trying to make all of that 
happen.  SEI is a catalyst that can accelerate the transition.  These 
together with Ada can make it a I I happen.  The principles of software 
engineering are: 

..Structure 

..System Perspective 

.. L i f e Cyc I e I- ramework 

..Management Discipline 

..Simplification of Complexity 

..Multi-discipline learn Approach 

..Reuseable Standard Parts 

..Automation-Requirement Specification to Coding 

MR. SQUIRES 

The Strategic Computing Program is focused on machine intelligence 
technology, not supercomputing technology in the conventional sense, 
rrom the beginning OARPA intended to stay out of the supercomputing game 
in the conventional sense. 

lhe goals start with development of a broad base of machine 
intelligence technology that will greatly increase national security 
and economic strength.  These new technologies will be tied into 
demonstration applications in such a way that results will rapidly be 
made avaiable to industry for other spin-offs.  Many of the 
architectures (the program) will be developing will have 
cost/performance and raw performance capabilities well beyond 
conventional super-computing architectures. 

The underlying technologies which make this program possible t\a\/e 
emerged over the last five years or so and by combining them and 
jointly leveraging them we expect to get this new generation machine 
intelligence technology. 

Expert systems is the most useful result in recent times from the 
Al program. 

There is a clutch of other kinds of artificial intelligence 
approaches which has to do with recognizing continuous speech, vision 
doing real time, scene analysis and related areas. 

In addition, these application areas represent larqe scale system 
developments and ÜARPA intends to develop the applications in 
state-of-the-art system environments as thev become available, LISP 
environments that are already available, and developing new tools to 
support use of the emerging multiprocessor technology. 

There are some new theoretical insights into computer science that 
give us some idea how use can De made of large numbers of processors. 
Architectures that have on the order of hundred or thousands of micro 
processors.  Architectures which support millions of small grained 
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processors such as one bit wide processors.  And the corresponding 
software to effectively use them. 

The three main functional areas in computer architecture are 
signal processing (which are the front end of these (expert) systems), 
expert systems noted above and multi-function machines which are   large 
number of conventional processors assembled in novel ways. 

Use will be made of the rapid VLSI fabrication capabilities which 
DARPA developed over the years and these will be scaled up to the point 
of rapid turn around for VLSI parts, boards and whole systems.  Thus 
decisions as to what systems to build will be deferred as long as 
possible and then "over the weekend" deliver the product loaded with 
software.  This is an integrated rapid systems prototyping approach to 
these systems.  In the early years development will be done the 
conventional way. By the second phase of the program which is about 3 
vears out in a lu year program there will be this rapid systems 
prototyping capability and a new experimental base to work in. 

Pushing on microelectronics fabrication, DARPA will be glad to make 
use of VHSIC foundaries as they become available.  In the architectures 
being developed, VHSIC parts will not be used initially, since DARPA is 
interested in developing scalable designs in demonstrataole form.  The 
parts can be replaced by high performance parts without getting VHSIC 
on a critical path. 

Work is starting on gallium arsenide for hardened technologies and 
that will support space applications.  Architectures which are 
developed in other parts of the strategic computing program will be 
compatible with gallium arsenide.  That will provide another level or 
integration.  That is, the multiprocessor architectures, which are 
developed with more conventional technologies, can also be used in 
space. 

Performance goals for Strategic Computer Program, which were 
worked up over a year ago, are  as follows.  By 1990, 10 
logical inferences per second which can be thought of as rule firings 
per second in an expert system.  Proposal are     in place for very fine 
mesh architectures, involving millions of processors which can meet 
those goals.  They are  a little risky to build so they will be built in 
smaller forms, software will be developed for them and plans for 
application will be developed. 

Major goals for Strategic Computer Program are to develop machine 
intelligence technology.  Three representative (out not the only 
possible) applications areas r\a\/e  been selected each representing a 
different class of system.  The battlefield management application is 
the support of a large enterprise with intelligent systems.  The pilot 
associate is essentially a one-on-one system supporting one human doing 
a stressful task.  The autonomous system is one that operates for the 
most part, alone with direction only now and then when there is an 
opportunity to do so.  The battlefield management systems prototype is 
associated with the Navy.  The pilot associate is an Air Force kind of 
application.  The autonomous system is going to be a land vehicle 
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since land is tne safest environment tor development of sucn svstems. 

Supporting tnese are some intelligent functions sucn as real time 
scene anaivsis for vision to De used in autonomous vehicles.  Natural 
lanquage naviaation in expert systems in anotner.  fney are relatively 
generic to those military applications,  bupportinq them are rne 
systems drchitectures such as siqnai processing, symbolic processing, 
architectures for the rule based systems, semantic nets, natural 
language understanding and multi-function macnines which can do what 
these architectures can do Dut not as rast,  Ihis is ail going to De 
done in a rich infrastructure on the ArVHANfcI with rapid faorication 
capability and first quality machine resources tor the researchers 
involved. 

ihe autonomous vehicle requires development ot new vision and 
navigation systems plus stressing such things as planning, speech 
recognition, information fusion and graphics,  battieriela management 
system is stressing expert systems natural lanouaoe exploitation and 
speech. 

The near lerm intelligent functions whirr» are expected to emerge 
are   in division speech, understanding natural language, and expert 
system areas.  ihe corresponding architectures to support them like 
systolic arrays and some signal processing functions in the vision and 
speecn areas. 

Later there will he system architectures to support additional 
functions.  Ihere will be demonstrations every couple of years. 
Prototyping will be done on top ot existing technologies which will be 
the benchmarks for development of later architectures followed by test, 
selection or  the best, and rapid insertion of elements to form a new 
level of intelligent system protoryping. 

rir. tier I in 

It. appears that tray and UAWPA are doing completely different 
things and confusion may have arisen in rninxing or the UARPA program 
as a supercomputing project. 

Much of this presentation win oe based upon the significant 
problem of the acquisition of technoloqy when it conies off the line. 
Many think of supercomputers as very large numoer crunchers, used In 
research and development,  borne may ask why, in MlLLUM 111, super 
computers are  beinq discussed and why is Cray Research here  discussinq 
them.  Ihe issue centers on now can we leveraqe technoloqy that is 
going to be develdpinq In the future to make it accessabie - technology 
insertion if you will. 

Supercomputers are tnought of as very large, hardly able to fit 
into an airplane, and with just one problem - to miniaturize it.  Very 
seriously, there will not be a supercomputer on a chip.  It is not that 
very dramatic processing on a chip will not be developed but because a 
supercomputer by its very nature and essence is going to be the most 
advanced and high speed processor mat we can  muster.  if we can put a 
super computer on a single chip we are going to want to put ten of them 
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together.  That is what we should do.  But there always has to be 
focusing on what it is that can be brought to bear in terms of a 
maximum computing environment. 

Here are some trends that are happening in supercomputers and some 
things that could have an impact on them in the I990's. 

Looking at the very high speed processors, there does not appear 
to be any guarantee, or even high probability, that these processors 
will be inserted into the operational military environment.  That is 
not because they shouldn't be but because we have not faced the 
challenge of how to take technology that is off the shelf or coming off 
the shelf, and without creating a special program or weapons system 
program, evaluate and insert it.  It cannot be done when the product is 
at the end of its life cycle.  A way is needed then of pro-actively, if 
you will, looking to see where things are going in the new technology. 
If that challenge is not met there will be the situation as it is today 
where certain companies like Cray Research are  pressing on to the goals of 
always developing the fastest possible computer while other companies 
in the industry are pressing on to trie goal of fast processors that fit 
into a certain environment, having already geared up to programs and 
program requirements.  It is a challenge with no certain answers and 
issues of great difficulty.  Post 1990 we are  going to have commercial 
products avaiable for insertion and we will r\a\/e  to face those issues. 

Looking back to past work in supercomputers, Fernbach calls 
supercomputers the bow wave of the computer technology ship.  That is 
overstating it a bit because the computer ship has many technologies. 
The strategic computer presentation points out the breadth of 
technologies.  Traditionally (supercomputer builders) have said they 
could make a certain processing speed at the supercomputer level with 
accompanying requirements of stability, floor space, cost etc.  The 
users say they would like to have this processing capability for 
program X but cannot afford to pay those costs.  So the user moves down 
the processing scale until he gets to a cost he can meet.  (hat may be 
oversimplified but in one sense it may be a valid approach. 

There are  reasons for having to look at supercomputing in the 
military environment.  First, the current application demand - 
synthetic aperture radars, high speed signal processing and others. 
Some applications are  challenging the capability of the available 
machines and the assumption is made that they are all that is 
available.  So, one result is to lash 4 or b  or 10 or 20 of them 
together and pay the software costs to take a very large processing 
problem and spread it out over many processors.  That is called but is 
not true distributed processing which is a scheme to take care of a 
number of applications.  The multiple use of computers cited above is a 
"contingency plan" because what is needed is not available.  Additional 
requirements such as directed energy programs and changes in the 
(military operational) environment which are in view but not yet known 
or defined.  SurvivibiIity requirements are increasing for which one 
suggested solution is putting major systems on vans.  Cost constraints 
are  obvious and cost performance will be more and more of a factor. 
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Fine key trends in supercomputing can be identified.  We know 
about signal processor performance both in microprocessing and in high 
speed processing.  Both are going to be components of different types 
of supercomputing architecture.   Next is dramatic increases in 1/0 
Danwidth.  Production channels of 10 gHz per second are already 
accredited and these are being shipped in everyday systems by Cray now. 
It is a very significant problem both internally and externally.  Ihird 
is parallelism is being looked at from two different approaches. First 
is small amounts of parallelism, each processor being very very fast. 
Second is massive parallelism, each processors being relatively slow. 
The software problems for the latter are  much more difficult than for 
the former.  Third, unfortunately the software problems for either have 
not been solved.  That is a limiting tecnnology that needs examination, 
not only in terms of operating systems and multi-tasking but also a 
very serious problem in terms of algorithms.  If these processors were 
available today, we would not know how to use them.  Fourth, Cray 
Resesarch is looking at two basic technologies.  The Cray 3 wiI I be 
built out of gallium arsenide.  Cray Research has its own gallium 
arsenide facility which started in May 1983 and just produced its first 
circuit last month.  The test chips for design of the system is 
expected by the end of 1984.  It is a very agressive, ana turning out 
to be quite successful, undertaking.  Ihe second is dense memories. 
Cray Research is constrained by something a lot of people are not - it 
needs very fast dense memories. Cray Research cannot afford to t)aye 
nanosecond gate times - it needs picosecond gate times and lots of them. 
It is a limiting technology and for that reason Cray Research has built 
its own facility.  The fifth trend is compaction.  To illustrate, the 
CDC 6600, which was the supercomputer of its day took about 100 square 
feet or less of floor space.  The performance curve linking CDC 66UU, 
CDC 6700 and Cray XMP shows the latter 1U0 times the power of the 6600 
on an expontential curve.  The interesting thing is that the floor 
space and facility requirements have stayed about the same.  The XMP 
has almost the same basic facility requirements as the VAX.  The CRAY 2 
will take about 16 square feet and will be another step in performance. 
The gallium arsenide machine will take even less than that.  The reason 
is not an attempt to compact but one of the main ways to get speed is 
to put things closer together. Cray Research expects that, in 1990, 
the CRAY 4 (or whatever) supercomputers will not be on chips but in 
very small boxes.  That has serious implications for the trends of 
(system tasks and functions) that will be (in work) then. 

Dr. Howard 

VLSI   is an emerging technology and will   continue to be so for  some 
time.       |    |    |l 
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This slide depicts the VLSI growth in terms of- the number of 
transitors on a single die of silicon with time.  An exponential growth 
in complexity has taken place since the invention of the integrated 
circuit in 1958 up through today and it is continuing.  This is not the 
only progress that is being made in the field.  The other progresses 
are important and will be addressed later. 

lhe outgrowth of the exponential curve is shown on this slide. 

TNCRFASTNC? DENSITY; 

WHAT ARE WE GOING TO DO WITH THIS CAPABILITY IN 
THE COMMERCIAL WORLD? 

WHAT WILL THE PERFORMANCE BE? 

WHAT UNDERLYING PROBLEMS ARE THERE? 

WHAT ALTERNATIVE DO WE HAVE? 

HOW FAR CAN WE GO? 

These are all pertinent questions because things don't increase 
exponentially in nature forever.  Somehwere it ends. The  other 
progresses in the conventional semiconductor integrated circuit area 
have, perhaps, in many ways as significant an impact at the systems 
level as the core device itself does. One is in a very mundane area 
called discrete devices which are thought of as single transistors in a 
single can that turn power on and off.  One such is an interesting 
technology called smart power - tnat technology which enables the 
handling of hundreds of volts with bO  to 1Ü0 amperes of current» which 
protects itself automatically, and which carries out a number of very 
interesting interface functions that must be gone through to interface 
the kernel of the system (represented by this processor) to the real 
world through some sort of a physical transducer. 

Another interesting thing is the ability to put power ana bi-polar 
circuits on the same die with the MÜS processor.  As to speed, silicon 
is down to 100 picoseconds and appears to be going still lower. 
Gallium arsenide is thought of as a speed technology.  A number of 
other things are  going on and these all are happening in addition to 
the increasing complexity issue. 

Increasing complexity implies the capability to perform complex 
logical and memory operations.  1raditionally, they started out in the 
form of SSI and MSI and they were the standard logic family.  I hey 
became the microprocessor and the dynamic RAM and various kinds of 
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peripheral circuits.  Then appeared some semi-custom circuits that 
tended to be programmable logic arrays and gate arrays.  The technology 
is developing into an area and an era in which a significant part of 
the business is going to be some sort of custom integrated circuit - 
probably the structured custom integrated circuit. 

The trends that were started by the standard high volume part - 
the SSI-MS1 logic family like TTL and so on - were taken up eventauilv 
by the microprocessor or the microcomputer. 

That trend will continue with the caveat that there will be some 
additional kinds of processors - not general purpose but tailored to do 
such things as signal processing and a number of other major 
identifiable uses.  Microprocessors of today are similar in 
architecture and performance to mini and super-mini computers.  fhe 32 
bit processors in design in most companies includinq MU10RULA, have a 
performance level comparable to a VAX 11/VöÜ on one chip. 
Microprocessor development is going to continue along the lines of the 
high performance mainframes pioneered by CDC, Cray, IBM, UNIVAC and a 
variety of other kinds of standard machines.  I hat has broken the 
architectural water for it.  Some new architectures will oe added 
because there will be some additional capabilities (needed) but tney 
will be limited to functional processors.  Multi-processing is going to 
come to commercial VLSI just as it was predicted to come to the 
supercomputer a few moments ago. It will come on one or several 
chips,  "fhe exact architecture remains to be developed but it is going 
to come. 

Usage - ability to apply it - is going to oe a real problem. 
Complex chips of the future - custom chips - will be developed using 
standard macro-blocks which consist of todays MPUs only thev will oe 
core function where the designer will festoon about those core 
functions things such as memory, input/output, other peripheral 
functions and the glue necessary to make this operation take place. 

One reason for a standard block is that it eases the software 
development problem.  We cannot afford to write new software tor every 
new architecture that comes along or somebody qets a hot idea to design 
a new chip. 

The revival-meeting nature of the previous discussion of software 
(at this seminar) was impressive as are  the accomplishments of Augusta 
Ada Lovelace.  One thing that needs to be looked at in the 
microprocessor Dusiness is to look at a still more advanced standard as 
indicated on the next slide. 
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Software is beginning to be a major issue for tnose in the VLbl 
business,  for years it has not been just a question of putting 
transistors down on silicon but a question of architecture and of some 
very substantial software problems in figuring out how to apply those 
machines.  Tnat can be fitted on a single chip of silicon,  lhe 
organization of a lot of these (chips) is going to be unique and they 
will be functionally oriented. 

Performance, in general, is going to improve some of which »s 
automatic as size of devices shrink.  The device man's inoex of 
performance is delay power product (ÜPP) which 15 roughly proportial to 
the dimension of the device cubed so that something half the size of 
its predecessor will have 8 times the performance in ÜPP.  Delay power 
product is related to the function throughput rate (Hk) earlier used 
as the index of performance for VHSlL.  FTfi was thought to be basically 
an unuseable figure of merit in the device business.  It turns out to 
be a constant times the power dissipated on the chip (which has been 
constant for quite some time) divided by the delay power product.  That 
presupposes significant improvements of the order of 10 to Z0   in 
function throughput rates over where we are  now. 

One thing that is very important as shown on this next slide. 
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Gate delays are expressed in current parlance in nanoseconds.  A 
physicist might tend to think of one nanosecond as a unit of length - 
one light foot (11.82 inches).  It's meaninj in terms of performance of 
machines is shown on the next slide 

f. 
MOTOROLA 
TECHNOLOGY 

increasing Switching Speeds 
infers Smaller Computers 

1948 
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As time has gone on, the signal path length in amputers has gone 
from 125 feet in 1948 to 20 feet In 1980.  Reducing that path length is 
the greatest contribution VLSI can make for the world of computing. 
Getting more on the die, even though the gates might not go faster, is a 
considerable improvement, in performance just because gates are closer 
together. 

Underlying problems are shown on the next slide. 

IM3ERLYING PROBLEM: 

DEVICE PHYSICS 

INTERCONNECTIONS ON THE DIE 

PACKAGING 

TESTING 

COMPLEX CUSTOM I/C BUSINESS 

ECONOMICS 
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The first of these is the issue of device physics.  As device 
sizes shrink the power supply voltage has to go down because as two 
points get closer and closer together for any given voltage, there will 
eventually be a breakdown.  That happens when devices become less than 
one micron,  bupply voltages which have been more or less standard at 5 
volts will have to go down to 3, 2.5, t  or something over 1 volt. 
Minimum dimensions of MOS devices are shown on the next slide. 
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interconnections is related to device physics. Contact resistance 
goes as area not as size.  Making contract witn these devices is going 
to be a significant problem,  "similarly it can be proven that the PC 
products of the lines that interconnect transistors on a die increase 
as the size shrinks.  Because of second order effects, it is expected 
there will be a lot of cross-talk.  Reliability of interconnects must 
be seriously looked at.  Interconnects are a  very important problem 
because 30 to 70 percent of the die area is space with nothing but 
metal going from one place to another.  Getting the interconnect size 
down is the most significant thing that can be done to reduce the die 
size. 

Packaging is related to the roregomq problems.  Packaging is P to 
the fourth power times P-Pins, Power, Performance, Price and 
Reliability.  Ihe current standard is in the vicinity of IUU pins. Yet 
customers ask tor functions that have 200, zbO  or even 300 inputs and 
outputs.  Ihese cannot be handled with existing packages.  Power 
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dissipation.  The function tnroughput rate is tne quotient of two 
numbers - tne delay power product into tne power dissipated on tne die. 
The fastest way to increase the performance of systems is to increase 
the power dissipation capability of the packaging by two orders of 
magnitude.  It is a lot less expensive then building $I00M factories to 
build sub-micron devices.  We rya^e  to do both If we are going to 
squeeze the maximum out of the technology.  Packaging is the biggest 
unsung area of future improvement that exists in the technology today. 
If we don't do it someone else is going to find a way to solve the 
packaging problem better than we t\a\/e  with the dual in-line, the small 
outline and other package configurations that are standards now. 

The next subject is testing.  Some examples are shown on the next 
silde. 

VLSI TESTING APPROACHES 

I. INCREASE TEST SYSTEM SPEED AND COMPLEXITY TO KEEP PACE WITH VLSI 
CLOCK RATE, WORD LENGTH, AND PIN COUNT. 

II. MAINTAIN LOW VLSI TEST TIME BY PROVIDING ON-CHIP 

t     SELF-TEST AND DIAGNOSTIC FIRMWARE 
•     PRIVILEGED TEST INSTRUCTIONS IN INSTRUCTION SET 
t     SPECIAL TEST AND READOUT PATHS TO CRITICAL AREAS 

OF CHIP, E.G.: 
MEMORY COUNTERS MULTIPLIERS 
REGISTERS ADDERS CONTROL 

t     MODULARIZATION OF LOGIC AND MEMORY 

III. TRADE-OFF INCREASED DEVICE COUNT FOR REDUCED TEST TIME 

Turning to complex   integrated circuits,   one thing   it  does   is  that 
it   is one of  the answers  to the technology drain.      If  everything 
becomes a complex   integrated circuit,   there   is  not  enough manpower 
around to copy them and duplicate them  in functions of the same kind. 
Since they are functionally speciallzeo,   there are much more difficult 
problems   in applying them.     These advantages are   interesting from a 
mili tary standpo i nt. 

There are problems   in computer aids to design.     Ihe next  slide 
shows a significant problem with design cycle. 
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The bottom sector shows the time it took to design a system from 
conception all the way through working hardware Dy a major manufacturer 
using SSI.  The cross-hatched section is component selection and 
design. The supper sector is LSI design cycle. Although the total has 
become shorter, the cross-hatched portion has become longer and is a 
much larger proportion of the total cycle.  As the industry goes to 
VLSI the problems represented here are  going to come back on the 
commercial manufacturers and the pressure will be on to solve those 
prob I ems. 

There is the significant problem of- economics.  it costs between 
$60 and $40U million to build a factory to make VLSI and no abatement 
is in sight.  Unless the ability of the equipment to produce more 
circuits in less time using less floor space improves, there is a big 
problem in economics.  In the final analysis, it may be the ultimate 
problem. 

The alternatives are  shown on the next slide. 

ALTERNATIVES: 

t OTHER SEMICONDUCTORS (GAAS, Iff,  sos) 

• OTHER DEVICES (J-J'S. BIO,...) 

• WAFER SCALE INTEGRATION 

• 3D,... 

One is gallium arsenide.  In some opinions the promise of gallium 
arsenide is considerably more limited than that of silicon for reasons 
of density and compaction.  It is good for optical interconnects, high 
frequency fron ends where low noise figure is an important issue, for 
high frequency efficient power amplification, as in battery powered 
equipment and in certain types of microwave monoiithic integrated 
circuits gallium arsenide will be the material of choice.  It will not 
be the material of choice for large, very complex die.  The integrated 
circuits of gallium arsenide will tend to be simpler but very high 
speed functions. 

Wafer scale integration is one means of solving a complex 
packaging problem - to get more things closer together so that path 
lengths are  smaller. 

Josephson Junction, biotechnology and that kind of thing have not 
paid off to the extent that they look like general commercial VLSI made 
of s iIi con. 

lhree dimensional is probably where going beyond the planar 
technology lies.  There will be devices, stacked one on top of the 
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other.  Using the third dimension is probably the best bet we nave. 
When we run out of three dimensions we wi)I really have a problem. 

The final question is how far can we go? 

HOW FAR CAN tf GO? 

• TO 1/2 MICROMETER, AT LEAST 

• UNKNOWN PROBLEMS WITH SMALLER DEVICES 

• SIGNIFICANT IMPROVEMENTS ARE POSSIBLE WITH PROPER 
PACKAGING! 

Certainly the technology exists to get to a half micron - unlikely in 
two years; 3 or 4 years is a better bet.   I here should be a megabyte 
RAM's in the I99u's - a lot of memory in a very little space but there 
are no fundamental technical problems keeping us from getting there. 
Beyond the half micron level and that level of complexity there are 
some real  fundamental problems.  JÜ is a possible answer.  Ihe real 
answer will be the animal cunning of those who succeed us working in 
VLSI.  fhe old Chinese curse:  "May you be condemned to live in 
interesting times" certainly applies to us in the commercial VLSI 
business.  It is a technology which is emerging and will continue to do 
so at least for 10 more years,  lo take a defensive strategy and try to 
keep others from getting the technology is less important then to try 
to maintain a good offense, to push the technology as fast as we can 
and keep ahead of the pack. 

The following points were made in answers to guest ions, comments 
and responses: 
... In considering the Strategic Computing Program, the programs all 

go from the idea down to the chip,  loo is do not exist to go the 
other way.  If there is an attempt to steal a system and we 
produce better and better means of producing systems, they have 
to learn what we did to do the one they want to steal, so we 
would already be ahead.  Seems more of an espionage problem rather 
than a technological problem.  (he guest ion is not to reverse 
engineer a single chip.  If a lot of chips are custom and there is 
no longer a large number of standard part types, the number of 
chips that ha^e  to be reverse engineered becomes overwhelming. 

... Ada was not designed for artificial intelligence although it 
has a number of nice features (for Al).  Researchers should do 
research with the tools that suit them best.  If* LISP and 
MACLISP and PROLOG are  useful in doing demonstrations of Al 
concepts, that is what they were designed for.  If the purpose 
is to build an Al system like a mission critical system with 
documentation, testing and reliability that is what Ada was 
designed for.  Ten years from now, we may be able to build 
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mission critical systems with LlSP-like derivatives of that time. 
But in ten years when we wiI I be getting artificial intelligence 
into our weapon systems, there may, and probably will be different 
ways of developing those programs than the languages we have now. 
In the Strategic Computing Plan first years Ada and LISP environ- 
ments are called out tor the multiprocessors which will emerge. 
It is recognized that. Ada is a good thing to use and it will be 
used to the maximum extent possible.  fhere are some things the 
Al researcn community doesn't like about Ada and no attempt will 
be made to jam it down their throats.  Tne kind of systems which 
will be developed using the LISP environments will per naps be 
very large scale systems and they will have to face the large 
scale software engineering problems wnich Ada verv well addreses. 
It would not be surprising to see that, about five years from now, 
there may be a convergence of Ada and LISP into some refined 
version of Ada which supports Al very nicely. 

A revision of Ada standards is anticipated in I9bb.  One of the 
things which was avoided in the study for Congress was the evolu- 
tion of Ada because it was felt the program had a siqnficantly 
long life so it was not a matter for concern.  it we look \b  to 
^U years ahead it will be natural to see Ada not only evolving 
to future versions of standard but also become a language like 
COBOL or FORTRAN in very wide popular use but one that is not 
representing the thinking of the day.  So something like that 
should be anticipated and dealt witn somewhere along the roao. 
There is enough of a technology base in trie language area in this 
country so it should not be a problem.  New directions will 
emerge and advantage will have to be taken of them when they 
emerge. 

U.K. experience with an MOD standard language, CORAL 66, shows 
it takes a long time to get it established and one of the pro- 
blems, both hardware and software, is assurance that the corn- 
pi lers will produce effective and "safe" code.  The theme of 
these discussions, both harövtare  and software, is toward in- 
creasing complexity and size of capability which is excellent. 
A price seems to have to be paio in difficulty of assurance that 
the result is what people Delieve it is.  The (Dr. Howard) slide 
on testing addressed this point to one or those major problems. 
Testing from the standpoints both of design verification and 
minimum test vector spaces required to thoroughly check out 
all the states of the machine so that it is kown that there 
isn't a hidden flaw in it.  This is a major problem which is 
not getting solved.  There may be a catch in this whole thing 
that this (assurance) problem is unsolvable.  lhe same applies 
to software with its layers of support software, buiid stan- 
dards and so on.  One advantage in building a VLSI cnip, and 
there may be a software analogue, before it is put in a package, 
it may be possible to get probes inside the circuit tnat may 
not be accessible at the outset.  So there may be ways of dividing 
the problem into smaller more soluble problems.  The chart was 
intended to show that there are  several ways of qetting (this 
capability).  One is to increase the speed at which testing goes 
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but, because of speed problems ft Is an unlikely alternative. 
A second is soft test and diagnostic firmware actually emoedded 
in the die itself. Tne compoents will check themselves out and 
signal the outside world that check has öeen made and they are 
ok. Built-in test is the currently popular term for it. Another 
would be a privileged set of instructions so someone outside can 
reconfigure the machine along the lines of separation of memories 
the registers, the counters, the processors and so on and test 
them separately - a modularization. The final way is stop ad- 
vancing complenity because it cannot be tested and it is to be 
hoped this does not turn out to be the case. 

Another point on using Ada as a focus for (OSO) activities. 
There has been considerable interest In the computer science 
community about formal definition of programming languages and 
formal methods for deriving software systems so that it could oe 
assured that as the software development process progresses from 
step to sup that (each step) would be done in an error-tree  way. 
There are very few people who have the background to adequately 
address that problem, and, in many ways, their energies rtaye 
been dissipated in discussing toy systems. The tec along with 
the Ada Program is sponsoring work in the formal definition of 
Ada and formal methodologies to see if that kind of work cannot 
be pushed in assuring the correctness of every step to cover 
a full programming language of the complexity of Ada - stage to 
stage transition In an error free  way. 

This last approach may be solving the wrong proolem exactly right. 
In the large complex military system with software the requirements 
keep changing continuously at the front eno. They are not well 
specified and as one goes three to four to five years downstream 
in a software development project, even though perfect tools, 
perfect testing and so on are available, the end result may not 
be what Is really wanted and it may not be known as the project 
progresses. Until that whole process is fully automated and 
hawe  ways of going both directions - requirements all the way to 
code - project people cannot be assured it is correct. 

The program development process starts at the top with a decision 
to build something. Trie process proceeds down a decision tree 
where decision is made at each stage to do something arid It moves 
to lower and lower stages« implementing the decisions above It. 
A lot of manual work Is Involved in each decision step. OSO/Ada 
Program Office would like to automate each of these steps In such 
a way that when a test is run or a program is modified the ooint 
or decision for the Item to be changed can be traced beck (by en 
expert system in strategic computing) and the correction 
through resulting suddecislons can be made. 

The design of the svstem may be lost and the knowledge used in 
developing the concret code may not be available in explicit 
form, if it were captured automatically there would be en 
explicit representation of the design, 
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ÜK. LYON 

Opened Session III witn the intention to cover four things. 

hirst is the context of M1LC0M 111 and Session III.  M1LC0M I and 
II were conducted without knowing how tar and long it would take to 
qet some issues clarified but it appears that they are Deginninq to 
pay off*.  Krom initial stressing of differences, through identification 
of some elemets of partnership, the concern was then whether or not 
enough pieces were identified and properly structured.  In MLIUM Ml 
it is clear that there are a nurnoer of activities underway, mat they 
can be related mucn better and that dialogue and communication must be 
improved.  Yesterday morning users were asked to set forth the 
problems of the future.  In the afternoon response in meetinq those 
needs was presented. 

This morning, leaders in their communities have been asked what 
additional needs to be done - as the glue between those islands of 
activity.  In the area of politics of technoloqy it needs to be 
stressed that the U.S. is regarded as underusing its technology while 
others are  using theirs to a greater extent.  The U.S. has a 
tremendous technological heritage and activity but there is a question 
that it is being brought to the national security interests properly. 

The second point is that the Soviet Union does not have a 
commercial industry.  Iheir leading edge technology is their military 
and it nearly all goes to national security.  It determines the 
fielded capability of the Soviet Union.  Ine U.S. is the opposite and 
its commercial marketplace is rolling over the technology every two or 
three years,  it must be captured and brought to the Defense 
Department's needs. 

1 he third point is the need for a positive attitude.  Ine general 
fault-finding and over-concentration on the source ot problems does not 
solve them.  Constructive ways to solve problems are  needed and tney 
should be moved forward with a positive approach.  Ihere is evidence 
of that beginning to happen in yesterday's sessions. 

Ihe fourth point is that this Session 111 will be talktng more 
about leadership than management.  Some perceive that there is a broad 
attempt to manage a way out of leadership problems.  Leadership is not 
only projection or the leaders will but creation of a climate fo- 
innovation by subordinates and motivation of people to do their best - 
not just a passing grade.  Ihere is a potential in the U.S. for both 
good leadership and good management and it must be tapped in tne 
national interest. 

An attempt was made to get people in this session who, by t^eir 
sheer physical presence and commitment to principles would get the 
rest of the community together.  Ihey will be addressing an audience 
that as middle management is the group, as much as any of the country, 
that gets things done.  If they are convinced things will change. 
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Senator binqaman 

Althouqh new to tne Senate and tne sujoect ot MILCuri 111, Senator 
bigaman stated his awareness ot the substantial funds qoinq into this 
area and his desire to pursue the subject and to try to make decisions 
on an intelligent oasis.  As a member of tne Armed services 
committee, I am aware that computer tecnnoloqy is essential to this 
country and that it is essential that we reverse the trend of the 
diminishing lead we have   in this area.      ihe existence of this seminar 
is cleariv testimony of the need for Government industry and the 
academic world to come together ir we are qoinq to commend AÜPA on 
havinq this conference and 1 hope it is an event that continues in the 
vears ahead. 

Iwentv years ago, as you know, the United States was the 
undisputed leader in computer techno Ioqy in the world.  uur European 
and Japanese allies were emerging i rom post-war reconstruction.  Ihe 
boviet Union lagged tar behind in microelectronics and computer 
technology.  loday, we face signficiant challenges, particulariv from 
our allies in the commercial world and from the Soviet Union with 
regard to technology.  Uur alles are  challenging us for the 
marketplace in the sale of these commercial computer capabilities. 
Over tne last twenty years, Japan has emerged as a maior competitor in 
this market.  Japanese industry and government have  worked together to 
ail but eliminate our lead in verv large scale integrated circuits, 
super-computers and some other areas.  The national supercomputer <jnd 
fifth generation computer projects in Japan are  clear evidence what 
the Japanese have set themselves a goal of achieving superiority over 
this country and the rest of the world in these technologies by tne 
199U's.  Ihe remarkable success of the Japanese semiconductor industry 
during the last two decades (is a challenge).  We in the United States 
obviously have  to take the challenge seriously.  Similarly the 
Japanese are moving out in the critical area  of software development, 
were thev nave lagoed behind the United States.  They are  now making 
intensive efforts to develop an automated software factory,  we see 
simi Mar efforts in Europe both nationally and in tne context of the 
European Economic Community.  Ine EEC has drawn up its own joint 
information technology research effort which »t is hoping to begin in 
the near future.  Ihis proposal envisions a five year program with a 
$1.3 billion budget to cover the entire spectrum of computer related 
research from microelectronics to software to artificial intelligence. 
I his would complement such national programs as the fbüü million 
British micro-electronics research program announced last vear. 

The question is: How should this country react to the challenqe 
from abroad? What are the respective roles of qovernment, industry and 
academia in meetinq the challenqe?  1 am confident that we can meet 
the challenge and that we will.  in recent years remarkable changes 
have  been made in the private and public sector's ettorts.  Industry 
has rapidly increased its research budgets and denoted more attention 
to building infrastructure for the long haul.  The Semiconductor 
Research Cooperative is helping hard-pressed universities to expand 
their basic research efforts in new semiconductor technologies. 
Micro-electronics and Computer Corporation with a projected budqet of 
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$50-BU million annually will work in generic information tecnnologies. 
The Defense Department has launched research programs to improve the 
technology available to it.  The Ada Higher Ordered Language 
development and the Very High Speed integrated Circuit program have 
been successes by all accounts.  DOD is now launching its Strategic 
Computing initiative and the SI ARS program and these promise to make 
substantial contribution to future weapon systems and have  significant 
spin-offs tor the private sector.  I understand that Mr. Battista 
addressed you yesterday and gave some reservations concerning the 
strategic computer program that DARPA has indicated it will try to 
pursue.  1 agree that perhaps additional amplification is needed. 
Nevertheless, I think that proposal and similar proposals nave been 
very useful in stimulating discussion.  I hey will undoubtedly be 
highlighted in this year's fiscal budaet.  I he President will submit 
that next week and we will get the specifics of what he has in mind. 

One question 1 would has/e  about the S1AKS program is whether it 
will do enough to stimulate basic research on software principles at 
our various univer1 si ties.  The proposal on the Software Engineering 
Institute seems to be more applied and short term,  lo quote from its 
description "It is to engineer and brinq into military practice 
emerging software technology".  My question is whether it would be 
useful to complement the Software Engineering Institute with a small 
basic research program on computer software.  I his is to be funoed at 
select group of universities on a fairly modest level.  I have   in mind 
the model of the Joint Services Eletronics Program which has made so 
many contributions to basic electronic semiconductor research since 
World War II. 

Let me turn back to the major question oefore us:  Does the DUO ft 
& D computer effort and the much smaller efforts of the civilian 
agencies combined with the massive private sector spending on research 
and development all add up to an adequate answer to the challenge we 
face from aborad?  1 am not sure that they do for several reasons. 

First, 1 am concerned that we as a nation, and just on the policy 
level, do not pay enough attention to the education of the students in 
math and science which will be needed to man these efforts.  f hi s is 
not a problem which the Federal Government can solve alone.  It is 
primarily state and local governments which must improve primary and 
secondary science education. But the Federal Government can make a 
difference at the university level by providing research support and 
improved instrumentation to professors and research assistant-ships 
and fellowships for graduate students.  Federal programs in these 
areas today are simply in my view not commensurate with the need. 
Both the military and our society as a whole will suffer unless the 
science education gap which exists between ourselves and our principal 
competitors is not narrowed. 

Secondly, I worry about the fact that our economic competitors 
are  focusing their government subsidies almost entirely on the 
civilian sector of" the computer industry whereas we carry the 
disproportionate share of the science alliance burden in developing 
military computers and their software.  For carrying that burden we 
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get some civilian spin-offs but certainly far less than we could reap 
if some of those resources were devoted to civilian applications. At 
how much of a disadvantage will our private sector firms be in the 
long run and do we run the danger of yielding much of the civilian 
market to our subsidized competitors even as we retain world 
leadership in military computer technology? On the other hand, would 
we really welcome the two-way street in weapon systems which would 
accompany a more equitable sharing within the alliance of the defense 
R&D burden? Or do we need separate government programs to spur 
computer technology for civilian applications? 

Some would argue that this would be a civilian industrial policy 
to complement the military industrial policy we may already have in 
this area.  1 don't na\/e  the answers to these questions.  After one 
year in the Senate I am still just trying to learn the questions.  I 
can assure you there is a bipartisan consensus in the Congress on the 
importance of computer technology to our national security and to our 
economic competitiveness.  There is also an enthusiasm among members 
of the Congress about the possibilities that future computer 
technologies will create for our nation.  1 don't think the 
relationship of the Congress with DOD and industry needs to be 
adversarial.  1 gather that is one of the questions that has been 
posed for this panel.  You can question, and many people do (Or. Wade 
may elaborate on this) whether Congress needs to consider in the 
budget process the level of detail that it, in fact does consider in 
this day and time. We do, 1 think, tend to look at the trees and not 
the forest and at the short term and not the long term.  But the 
reality seems to be that at least 90% of both the Armed Services 
Committee's and Defense Appropriations Sub-Committee's time is devoted 
to detailed scrutiny of every line item in the Budget which the 
Department submits. 

This year 1 am committeed to being one of those scrutinizing the 
computer-related line Items and would welcome your help in doing that. 
I would also welcome your suggestions for what can be done by those of 
us in Congress who are  attempting to be helpful and constructive on 
this issue.  I hope that we can all say in ten years that we are   in a 
better position vis-a-vis the Soviet Union and our economic 
competitors because of decisions we made today and discussions we've 
had at this conference this year. 

DR. WAOE 

Opened by expressing appreciation of DOÜ for ADPA conducting 
M1LCOM symposiums.  He stressed the great importance of getting people 
together to talk through these kinds of problems, returning home, 
sharing experiences and looking toward the future in solving these 
problems which are  so important to the national defense of the United 
States.  In discussing the topic of DOD relationship to Congress Dr. 
Wade set aside a lengthly prepared treatment in favor of 
focusing on a couple of points as precursor to questions and answers. 

Previous speeches have made it clear that software items are now 
on the list of first priorities for the Department of Defense.  It 
was not always so and DOD feels it is important for ADPA to impress 
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on all of its members the seriousness which officials in DUO and OSÜ 
see the problems of software definition, procurement and maintenance. 

The word maintenance "in the case of software actually hides the 
fact that in data processing more than any other part of DOD 
activities, there is a need for continuous evolution of (software) 
programs to take into accout changes in geography, doctrine, threats 
and most important, the commander's style.  Rephrasing these words to 
convince this M1LCUM ill audience, the UÜÜ - Industry partnership 
needs to go far beyond Ada, VHSIC and blARS initiatives.  DOÜ and 
Industry must together find a way to express and particularly Industry 
to receive a clear definition of what those in the Department of 
Defense need. 

The word "Requirements" is often loosely implied and used to 
define what ÜÜD needs.  The problem with software requirements can be 
and often is used radically in the wrong way in the context of trying 
to compare them to hardware requirements.  An example from the area of 
Command and Control,  it would be utterly unacceptable for DOD to have 
software that would impose on the Commander a style that is really not 
his own.  In this case, the requirements change when the users change, 
a situation which occurs very seldom with specific hardware.  This is 
the reason why software maintenance, If properly understood, becomes of 
great importance in the scheme of things surrounding the software 
issue. 

Software then must be made also to evolve and follow the 
unavoidable change in geography, in the character of the enemy and the 
threat that he presents.  There will always be changes in doctrine, 
weapon characteristics and, most importantly in the Commander's style. 
Put ^»nothpr way, DHO procurement procedures in this area must not be 
Dased on the incorrect assumption that the software package has the 
peculiar characteristics of immutability that one would 
characteristically give to a radar, a weapon system, a gun or a shell. 
If one were trying to find a hardware analogue to software, a display 
comes to mind.  A display does change depending upon the user, upon 
strategy and upon doctrine.  It is the responsIDIIity of 000 and 
Industry to understand in the case of software, more than any other 
form, how the user or users influence the (software) program and that 
is how evolution comes about. 

Following the discussions of yesterday. Industry is hereby 
offered to continually come forward, and tell those in DOD and OSD how 
they can do better, and how they can evolve at a faster pace to get to 
more satisfactory solutions in the sense of our operational weapon 
systems.  In this conference, there is visible a better interaction 
between Industry and DOD and the Congress.  It can be seen how to work 
together better in the future.  As an example, the recently completed 
C0DS1A report shows how all parties can work together in the future so 
that at the end of this decade there will be solutions the very 
serious problems of the last several years. 

Answers to questions, comments and responses brought out the following 
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points: 
...  Software should not pre-empt the commander in the sense that 

his style should not be pre-ordained by the software.  The 
STARS program has adaptability in its title.  A case in point 
is modification of British software enroute to the 
Falkland Islands which resulted in crucial contributions 
to the British success. 

Technology time is very short compared to configuration change 
and related management times,  it takes years, literally, to 
get solutions to software problems into the field.  It is not 
as much technology as management systems of technology that 
is needed to bring about changes in the field.  Changes to air- 
planes get into the field four years later and yet the software 
changes.  There needs to be in parallel with STARS etc a look at 
the management structure of programs to permit making changes 
in a reasonable period of time. 

The foregoing comment applies to more than software and is an 
endemic problem across the whole DOO.  U.S. has superior tech- 
nology vis-a-vis other countries but the same cannot be said 
of embedded technology.  The problem nas to be thought of in 
two regimes.  The first is that the weapons system plan going 

into DSARC ZERO must have provisions for these problems.  The 
second is that Preplanned Product Improvement becomes more important 
downstream.  Ways to insert new technology (promptly) must be 
found.  We should not wait for the last S% of the solution 

it will cost more.  If insertion is planned over time we will 
make progress. 

Returning to the guest ion of the style of the Commander and 
adaptability to it, it is not clear that Ada or STARS or SEI 
is really addressing it but may ha\/e  capabilities to provide 
for it.  it is also not clear that there is any program which 
identifies that reguirement or specifies what "stvle" is.  In 
response, it was pointed out that in stratigic C there is a set 
line of National Command Authority from the President on down, it 
is^necessarily stylized and the process is clear.  In tactical 
(C ) systems there are different geographies, different areas, 
different threats.  It is important, and must be appreciated 
that when the Commander comes in he wiI I have nis own wav of 
doing things and how he wiI I plan through to conduct his area 
of responsibility.  I his must be taken into account and C  is 
the area   in which it applies. 

Doctrine can be too rigid - so rigid that if it is not effective 
alternates which are effective may r\a\/e  to be employed.  So 
rigid that corrections to doctrine and its implementation cannot 
be put in place effectively.  A number of scenarios for high 
technology would appear to make us scenario dependent and we 
become locked into an employment scheme that denies us the 
potential of (a particular) weapon system. 

Given that gallium arsenide offers similar powers to CMOS 
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and silicon, and perhaps better throughput, its import to OOD is 
such that the program is being pushed in DARPA with very, very 
high priority.  There are some very important aspects to it in 
radiation hardness.  Foca) points are DARPA which provides seed 
money, initiative and (authority) to proceed with new tech- 
nology without requirements, and the Services. 

... Preplanned Product Improvement and technology insertion have 
been discussed for future systems. Given the tremendous in- 
vestment in strategic and tactical systems (now in inventory) 
the question of streamlining improvements in hardware and 
software in a kind of conventional product insertion in these 
systems in of interest.  This process appears to take from 5 to 
7 years from future requirements to arrival in the field and 
(comparatively) is shorter than the 12 to 15 year cycle for 
new developments. 

...  The above point is well taken.  It is much easier for Preplanned 
Product Improvement if the system is designed to make changes 
with subsystem components without tearing the vehicle apart. 
963 is an obvious example.  In the main emphasis is to make sure 
that the system specifies when they come to DSARC will permit 
asking that kind of question - looking downstream.  Regarding 
current systems it is more difficult but an area where money 
can be saved.  The vehicle is not the gut of the system, but 
the weapon system that is on it.  At the same time, there is 
the tendency within 000 that if there is money for the vehicle 
today and it is bought, then downstream money will be found for the 
ammunition or the smart system.  The tendency is being fought. 
The OS0 approach is to focus more on the "smartness" of the sys- 
tem and make the platform last longer.  Congress and Industry 
work together and put that kind of "pressure" on the "system". 
The participation of Israeli scientists in military assignments 
and the quick turn around to meet very near form requirements, 
rather than to b  to 8 to 10 years downstream requirements is of 
i nterest.  The who Ie prob I em (of updat i ng) is tough espec tally 
when budgets go down. 

...  Related to the above issue is that one of the first and most 
efficient uses of CAD/CAM and Robotics will be small lot manu- 
facturing of spares, ability to get data packages, and make 
adaptations in the future in existing systems.  A number of CAD/ 
CAM and Robotics issues focus squarely on inventory and ability 
to deliver new designs and high technology portions into in- 
stalled systems much more rapidly. 

Mr. Sumny 

This is a perspective on the Congress/Mi 1itary/Industry 
partnership from the vantage point of an official in the Semiconductor 
Research Corporation (SRC).  It is one of two cooperative industry 
programs attempting to deal with the competition coming from our 
allies.  The other is Microelectronics and Computer Technology 
Corporation (MCC). 
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SRC - with a connotation on this sliae of both cooperation and 
corporation - wanted to incorporate as a cooperative but there were 
obstacles.  So SRC is incorporated as a corporation engaged in 
cooperative research. 

SRC is a not-for-profit corporation that was established by the 
semiconductor and eletronic systems industry in this country because 
of recognition of neglect in many respects of a significant long term 
research program which would provide for improving the competitive 
position of the industry in the world market.  lhe b4K bit RAM was 
perhaps the thing that brought the problem to the surface and caused 
the industry to seriously examine where is was and what its problems 
were.  Traditionally, in the past, the industry, because of profit 
problems, focused on tomorrow's rather than next week's or next year's 
problems.  It had gotten into a position where the direction of long 
term research in the industry needed additional attention.  lhe 
industry put together the SRC and it was chartered to begin one, 
without government involvement and two, to start in the university 
community so that perhaps two problems could be solved at the same 
time.  It was recognized that the education of the engineers that the 
industry needed was increasingly becoming more multidisciplinary. 
Perhaps SRC could play a role in making trie education or these 
engineers more relevant, while at the same time, defining and 
executing a focused yet generic research program supportive of the 
needs of the industry.  That was the original charter and SCR is up 
and running at this time.  SRC has been in existence about I8 months 
and currently has about $1S million worth of contracts in the 
university community that focus on eight major thrusts imDortant to 
the semiconductor industry.  SRC is looking at what might be done in 
the longer range. 
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Trends and Context 

• The previous separate domains of materials devices circuits, 
architecture, algorithms, and software for digital systems are rapidly 
merging into an interdisciplinary'lnformationTechnology'continuum. 

• The country is beginning to recognize*lnfcrmatk>nTechnology"as a 
cornerstone of the economy. 

• The Department of Defense is beginning to recognize "Information 
Technology"as a cornerstone of the future defense of the United States. 

• The equipment to do meaningful research and development in this field 
is becoming increasingly expensive. 

• Because of the importance and the expense, cooperation between the 
government, industry and academia is necessary if we are to compete 
effectively in the world economy. 

AM or tne trends and context on this slide are known.  As the 
semiconductor industry matures, its products Decorne systems on a cnip 
ratner than integrated circuits on a cm p.  With interdisciplinary 
information technology In mind and recognizing its rising research and 
(almost) prohibitive equipment costs as well as its importance to the 
national economy, cooperation Detween government, industry and 
academia is obvious.  We must explore alternatives to strengthen tne 
1 ink between them.  lhat is the major point of this presentation. 

Information T«chno*ogy 

-KB. I 
I he flow of information technology is shown on this side, 

status and trends ot industry are  shown on the next slide. 
I he 
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STATUS AND TRENDS OF THE INDUSTRY 

• Merchants - Capital shortages 

• Vertical Integration - Increasing trend toward 

• Japanese - Market penetration in key and 
targeted areas 

• European - Stagnant but expanding 
cooperative efforts 

The merchant manufacturers of intregrated circuits in this 
country, as compared to the Japanese (who are  not really merchant 
manufacturers) are  short of capital because of the profit margins 
associated with selling integrated circuits. 

In Japan, semiconductors are  sold by vertically integrated firms 
that make their profit primarily (and with some simplification) from 
the sale of systems.  In integrated circuits they do not ha\/e  to 
recoup the cost of the increasingly expensive design associated with 
them. 

The "PROBLEM" is shown on this slide. 

THE "PROBLEM" 

Increasing difficulty of U.& merchant houses to compete 
- Trend toward U.& market dominance by world 

competition 
- Major costs of new/future architectures, e.g.: 

• S40M-IARX432 
• $100M -1 mega-transistor custom design 

- Projected high costs of manufacturing facilities 
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The trend is toward domination of tne U.S. market by otner 
countries.  Examples indicate the cost of new and future 
architectures.  There is little or no room for mistakes in the climate 
of these kinds of design costs.  Projected costs for facilities are  in 
the $100M range by the end of this decade. 

The next slide addresses the U.S. strength in facing this 
prob I em. 

The ultimate strength of our defense 
is the strength and capability of 
our industry and the strength and 
will of our people. 

Emphasis will be placed on the strength and capability of our 
(semiconductor) industry. 

The VHS1C program addressed certain key aspects from the military 
point of view from the beginning.  borne needs not included in the 
VHSIC program are shown on the next slide. 

NEEDS OF THE DoD NOT MET BY VHSIC 

• Research 
- Silicon, materials, processes, devices 
- Manufacturing 
- Design 
- Systems-Beyond silicon 

• Faculty 

• Students 

• Generic envelopment for commerciaJ industry 
- CAD 
- Architecture 
- Packaging 
- Software 
- Devices 

• Stable, profitable items to generate capital to plow 
back into research 

• Generic research and development support from the 
users to keep generating new commercial products 

• Advanced VLSI process across the industry 
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I hey include major research initiatives in silicon and various 
materials, in processes and devices, research into manufacturing, 
research into design systems and, particularly into those system 
looking beyond silicon.  It does not address the problems associated 
with university faculty or the training of students.  It specifically 
avoids generic development for the commercial industry.  It was 
established to meet the military needs in the integrataed circuit 
arena.  So, such things as CAO, architecture, packaging, software and 
devices, as viewed from the generic standpoint of the industry are not 
addressed.  VHSIL does not address R&D along the line of products 
that are stable and sell in high quantity such as memory, for 
instance.  (These are)  things it almost totally avoids.  The generic 
research and development from users to generate new commercial 
products in something it does not address,  lhe establishment of a 
generic long term process that is product independent is something the 
industry desperately needs.  Again, it is something VHS1C does not 
address.  These are  not shortcomings of the VHSIL program which 
obviously has its objectives.  These are  things that the industry 
views as essential that VHS1C does not address. 

What the semiconductor industry has done toward solving some of 
the problems it sees are  shown on the next slide. 

WHAT HAS THE SEMICONDUCTOR 
INDUSTRY DONE? 

• Formed SRC to support generic research, faculty, 
and students 

• Formed MCC to do generic computer 
technology development 

• Lobbied Government and Congress for 
- R&D tax credits 
- Reciprocal access to foreign markets 
- Capital funding relief 

Support of present and new faculty and students is especially 
important.  MCC is a for-profit corporation to do generiac computer 
research.  It consists of many of the same houses as SRC-systems 
houses, military houses etc.  Some semiconductor houses are   looking at 
MCC. 

SRC strategy for the future is shown on this slide.  Expansion of 
research in the university community may research $2fU-$25 million 
from our member companies who now number nearly 3U.  lhey range from 
major systems houses such as IBM, CDC and Honeywell to many 
semiconductor houses such as Motorola, Intel, National Semiconductor, 
to A&L) houses such as General Electric, Westinghouse, E-Systems, 
Goodyear Aerospace, to equipment houses such as Eaton and to chemi- 
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SRC Strategy »or the Future 

• Expand Contract Research 
—Centers 
—Thrusts 
—Elements 

• Expand Research Base 

• Expand Education Activities 

• Increase Emphasis on "Systems/Components Interaction Thrust" 

► Add Research Thrusts 
—Software Research 
—System Science 
-Etc. 

• Add Development Thrusts 
—Memory 
—Anay Processors 
-Etc. 

• Discuss Establishment of Generic Research and Development 
Facility 
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cal companies such as Union Carbide etc.  They are  a broad spectrum 
of companies that recognize the problem and have signed up on the 
dotted line to help solve it. SRC would like to expand the research 
base beyond silicon to gallium arsenide.  SRC wishes to expand 
research in architecture because many of the payoffs to the 
semiconductor industry in terms of reduced costs will come through the 
design and architecture route rather than materials and devices. The 
key is the establishment of a generic Research and Development 
Facility that will carry research results on step further for this 
industry - always in a generic sense. 

SRC goals as shown on the accompanying slide are 

SRC GOALS 

ISO 

1000 Graduate students supported 

300 Faculty supported 

$100 million per year budget Including facilities and 
development under discussion 

Research facility   \j-^ National 
Industry 
University 
Government 

Integrate the information technology research domain 

Help the U.SA to dominate the world of information 
technology 

1000 graduate students supported of wnich are there 350, 300 faculty 
supported of which there are 150 and a National Research Facility 
involving Industry, Universities and the Government. 

Research Development and Production status as shown on the next 
slide compares U.S. and Japanese processes. 

Rosoareh Davatoptnont and Production Status 

USA 
RESEARCH 

JAPAN 
INCORPORATED > 

•VLSI 
• 5TH GENERATION 
• ROBOTICS 

8 COMPANIES 

i 

INFORMATION 
TECHNOLOGY 

USA 
INDUSTRIAL 

BASE 

COMPANIES 
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A major problem for the U.S. is transferring its major research and 
development thrusts into the industrial base. Japan has found ways to 
address that problem for their country (which may not be satisfactory 
for the U.S.). They have shown an efficiency in going from research 
to the semiconductor arena of 6 major companies using M1T1, VLSI, 5th 
Generation and Robotics with the cooperation of the 8 companies. 

Rosoorch Dovotopnwit and Production Status 

USA 
RESEARCH 

JAPAN 
INCORPORATED > 

GOVERNMENT |V INFORMATION 
TECHNOLOGY 

USA 
INDUSTRIAL 

BASE 

VLSI 
5TH GENERATION 
ROBOTICS 

8 COMPANIES 

» COMPANIES 

As depicted on this slide, SRC liked to think there is some way that, 
by recognizing what VHSIC and SRC are and their goals are,  the 
government, industry and academia can be brought together to help the 
U.S. transition, in a more efficient and effective manner, from 
research to the industrial base. DoD-SRC 

*S4 *85 •86 •87 '86 •85 »84 

VHSIC Technology Insertion 

new tJwiancernem 
Ion Beam 

Manufacturing Technology 

IDAS 

05 Micron Technology 

Manufacturing 
Research 

RP1-MCNC-Stanford 
Others 

Design Work Station - 3 week Custom VLSI (1 Meg) 

Automation 

-Leapfrog" RAM 

0.1 Micron III -Vs 
16 Megabit RAM 

CAD nasseren 
CAL-CMU-Other» 

Micros uucrunia 
jclsocs 

Cornell. MIT- 
Others 

VHSIC 
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The accompanying slide shows comparative 000 and SRC schedules, 
1983-87, with VSHIC and its several components up to O.S micron 
technology in the 87 time frame.  It also shows SRC with all its 
components coming to 0.1 Micron 111-V and 16 megabit RAM in the 1987 
time frame.  Hopefully the two can be synergistic resulting in 
leapfrog technology advances for the U.S. in semiconductor 
electronics. 

CANDIDATE "LEAPFROG" 
DEVELOPMENT PROGRAM 

• 05-micron lithography   ^ 

• Automated manufacture  • 

• Automated CAD 

• Flexible   /- 

• Variety of device demonstrations   ** 

Future 

• Wafer scale Integration ' 

• Integrated CAD-CAM-CAT , 

• Maskless lithography 

The elements of a candidate leap frog program are shown on this 
last slide.  All of these program elements would emphasize generic 
research and resulting flexible capability. 

In summing up it is emphasized that many of the leaders in the 
semiconductor industry played major roles in formulating underlying 
thoughts and concepts in this (SRC) program.  I hey are most interested 
in what role the government might play in it.  They feel the time is 
ripe to gain industry participation in SRC and are interested in what 
role the government might play.  They would like to see the government 
participate with both finances and spirit.  Thus the impact of 
cooperation could be increased.  I he recent SRC Workshop on gallium 
arsenide, in which the government participated, is an example.  The 
result was a research program starting at $500-600K and growing to 
$1.5M per years.  SRC would like to have government participation in 
further plans and actions so as to include their needs and avoid 
undesirable and non-productive duplication. 

The following points were made in answers to questions, comments and 
responses: 

...  Concerning what 000 programs are doing to increase awareness at 
the Air Force Institute and Naval Post Graduate School, VHSIC 
worked fairly closely with Naval Pü School where some programs 
tied in nicely with VHSIC program.  To date, SRC has not put 
together programs in either school although they are   in talk 
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and under consideration. 

Considerable attention is being paid to the possibility of 
DOD providing added effort in graduate cirricula which might 
not be research programs and particularly in the service 
schools. Curriculum revisions are key in this effort.  Visits 
by professors to service laboratories has been beneficial. 

There is no formal relationship between SRC and MCC concerning 
CAD.  Informal coordination is provided by persons who are 
directors of both to assure cooperation and avoid competition. 
Formal ways of getting together will be discussed in board 
meetings in the next six to nine months.  An almost identical 
set of companies support both and they want to see their money 
is spent efficiently. There is informal cooperation. 

SRC is a little different from MCC in that research it funds 
in universities is not restricted to member companies.  DOD 
is finding it difficult to become involved because of the 
totally free publication policy of SRC which inhibits ÜOD 
from becoming a paying member.  SRC is aiming for middle 
ground where government can become involved. 

Concerning implication that there would be a National Research 
Facility in integrated circuits, it was stated it would be an 
outgrowth of generic research programs.  Sites have been studied 
and SRC would like government to participate so it can re- 
spond to government as well as industry needs. 

SRC seems to have recharacterized the university, to have moved 
away from the basic research kind of information development 
that is protected by the Constitution as private information 
and therefore not subject to prior review and constraints.  At 
the same time (SRC seems to have moved) into the area  of uni- 
versities doing a lot more applied development and what would 
be considered as commercial technology.  This introduces all 
kinds of questions of rights and prior review and screening of 
papers whether it be for export control, patent policy, secrecy 
checks, etc.  We have opened up a whole area  for .dispute resolu- 
tion are not prepared to deal with or haven't shown a lot of 
strength in dealing with.  This is not only in the semiconductor 
area but also in biology, genetic engineering and pharmaceutical 
areas.  There is a question how generic SRC programs really are 
and whether we can stop having all kinds of mechanisms in the 
university that restrict the free flow of scientific information 
and set up a whole new culture. 

Response to this comment indicated that apart from possible se- 
mantic problems, SRC is not funding development in the universi- 
ties but is funding basic, and hopefully more basic, research.  Basic 
research does not have to be totally undirected or non-focused. 
SRC has a standard contract that has been negotiated with over 
35 schools that seems to be acceptable to all of them over this 
short period of time.  Since there aren't really major amounts of 
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money involved it is because both sides see the advantage of 
^   jointly addressing the problem.  SRC encourages schools to 

apply for patents.  SRC allows for open publication after an 
opportunity to review articles to see if there are patentable 
ideas that the universities perhaps have missed. Our member 
companies enjoy non-exclusive royalty.  Hree gse of patents that 
might ensue from SRC research programs many of the foregoing 
problems are being addresses and approaches to them will be 
refined as we move forward.  To date there has not been any 
fundamental problem on either side. 

There is great difficulty in taking a product from development 
(such as National R&D Faculty) into production, moving it 
from a partner to another and distributing it to 5 to 20 com- 
panies and ha^e  them all be able to accurately produce the pro- 
duct. SRC recognizes it as a fundamental important problem is not 
sure they have the answer and is making a series of visits to 
interested companies over the next three weeks.  It is funda- 
mental to success of anything SRC may do in this area.  I he 
thinking is that once the process is understood in a scientific 
way, in-process monitoring can be provided for and sensors 
developed to know what is going on in the process (rather than 
just input and output) and there will be better ability to trans- 
fer technologies.  Most companies are  totally unsuccessful in 
developing in one place and transferring to another line.  The 
ability to do that is crucial to SRC approach. 

...  Referring to the "1000 student and JOO faculty" goal, and the 
current crisis in education, if students are  not put into the 
pipeline at the high school level, there will not be enough 
students in the pipeline to meet national needs.  bRC is not 
sure how to address that problem.  One SRC goal is "to expand 
education" and high school input is included in that goal.  Many 
of the companies are  addressing it on their own in various ways, 
although not always coordinated with what SRC would like to do. 
It is under discussion and SRC is looking at it. 

Mr. Cittadino 

This speaker was introduced by Dr. Lyon who emphasized that there 
are  two distinct areas in DOD requirements in the year 20U0.  The 
first is the tremendous amount of internal communication and 
interfacing with computers and software becoming almost the 
determinant of system performance.  The second is vulnerability 
between systems and the dependency on communications between 
cooperative functional subsystems which can not be co-located. 

This presentation covers how computers and software fit into 
the C world,  what the problems are^   some things being done in DÜD 
and some observations on what ODD, Congress and Industry can do to 
help (Theater laactical C Directorate) get its job done.  Theater and 
Tactical C wiI I be emphasized but many observations will also apply 
to tactical intelligence, strategic systems, counter C and the like. 
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There Is an awful lot of equipment and systems out in the 
battlefield and it is all, in the future, going to be data oriented. 
Lines for data exchange between computers will be required.  It is a 
big job to make sure they can be tied together.  There are DOÜ 
programs aimed at precisely that requirement.  Secretary Weinberger 
will shortly sign the establishment of a new-.agency called Joint 
Tactical C Agency.  Its main role will be C systems integration and 
interoperabi1ity. 

lactical C systems have to live in a tough environment. 
Survivabi1ity, both physical and in an ECU environment, is very 
important.  Affordabi Iity is a very big issue.  As an example, JII OS 
will provide intormation exchange between tactical computers in a Navy 
environment of air, surface and subsurface warfare  simultaneously. 

The need is snown on this chart. 

THE NEED 

• MOVE DATA 

• PROCESS DATA 

• DISSEMINATE DECISIONS 

The computer is central from main frames in fixed locations right 
down to microrpocessors in man-packs tor navigation and digital voice 
commun i cat i ons. 
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I he job of ÜOÜ and industry is to get embedded computers out to 
the troops that need them.  It is worth looking at what the job is and 
how we have been doing it.  lo an outside observer the solution should 
be simple. 

THE SOLUTION SHOULD 
BE SIMPLE! 

• POLICY 

• MONEY 

• EXCESS TECHNOLOGICAL 
CAPACITY 

It is policy in the Carter and fceagan administrations that C° is 
a very important high priority.  President keagan in his Defense 
package named C as the highest priority within our strategic   , 
defenses. OASÜ/ÜOD officials have led the fight to insure that C  is 
treated with equivalent priority and resource allocation to the weapon 
systems, that C does not qet swept aside DV the services in the 
desire to get more weapon platforms into the field» and that there is 
a balance there.  If C budgets are examined, it can be argued that a 
lot of money is not being spent on them.  Ihe technology we have far 
surpasses anything in the world and, in the view of some we have more 
than we need to do the C  job. 

FY 84 ALLOCATION OF RESOURCES 

DOD BUDGET 
$274B 

C3 I BUDGET 
$16.7B 

SUPPORT £f 
BASE COMM 

$20B 

-*f— 
EW Er C3 CM 

$2.2B 



There was $16.7B in the 19Ö4 Budqet wnich was out rougnly 4% by 
Congress.  Intelligence money is roughly the same oa11 park as C . Of 
the C money there is $68 for theater tactical C and 
navigation/warfare C . 

TECHNOLOGY FOR C3 SYSTEMS 

CAPABILITY 
/k 

REASONABLE 
SERVICE 
NEEDS 

L^—                                         ? 

TODAY 

COMPUTER HARDWARE/SOFTWARE TECHNOLOGY HAS 
EXCEEDED OUR ABILITY TO APPLY IT 

TIME 

As depicted on this slide we have reached the point wnere 
technology is not the issue.  We have exceeded the requirement for 
technology capability to satisfy our needs. uSü/ÜÜÜ is looking at 
other solutions than just advancing the state of- the art.  In isolated 
cases, tnis is not, so such as VHSIC tor processing we need In certain 
radar systems, and getting anti-jam communications down to smaller 
sizes,  öy and large we think we have more technology than we really 
need. 

WE HAVE 
MISSED THE 

MARK! V 

10 TO 15 YEAR 
DEVELOPMENT CYCLE 

IS NOT GOOD ENOUGH 
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So we are  at the point where we have,  ana continue to, miss the 
mark and where the 10 to lb year development cycle is just killing us. 
should take a lesson from the Israelis. When the war starts, from all 
military authorities it is going to be a short war.  If it is an all 
out conventional war in Europe, it is going to be a come-as-you-are 
war.  fhere is serious concern that we are  not as prepared for that 
war as we should be. 

We 

Why do we have this problem? Change is the problem we have to 
contend with.  If you are familiar with the environment in which C 
operates, every element of it is in a constant state of flux. 

THE ENVIRONMENT 

DECISION MAKING 
NEEDS 

INFORMATION 
REQUIREMENTS 

TECHNOLOGY 
COMMAND AND 

CONTROL SYSTEM 
ARCHITECTURE 
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The threat is changing, doctrine changes to meet the threat, this 
changes the needs of decision makers and the types of decisions they 
t)a\/e  to make.  That, in turn, feeds back, changes command and control 
architecture, technology shows better ways to do things which in turn 
iterates back into the architecture. Within dll of this we have to 
allow the flexibility to send our systems to different parts ot the 
world to be used by different commanders. We nave to design our 
systems to handle the change that is inevitable.  In addition to the 
change in the cycle, there are the basic political problems in keepinq 
programs stable.  Congress plays a role in this in tneir tundinq ot 
programs and this has a tendency to create a lack of stability.  DÜU 
piavs a role in that they constantly review programs looking for the 
oetter mousetrap that industry tells them is coming down the pike. 

There are some things ÜUÜ is doing to promote stability and 
accelerate the acquisition cycle.  In the C world OSÜ/ÜÜÜ has oeen 
using its version of Preplanned Product Improvement (P i).  Recent 
AhLtA and NblA reports give good explanations of PJI process and 
rationales for improving the cycle.  P I had its genesis in 19/8 when 
the Defense Science Board Task torce concluded that L systems were 
indeed different from weapon systems from the development point of 
view.  I here is heavy man-macnine interaction and flexibility to 
provide for different commanders (needs) to ao the iod. Iney are 
cheaper to build in development.  I here is the opportunity to use 
off-the-shelf equipment to put systems together and this is hard to do 
with a tank or an airplane. 

TO COMBAT CHANGING ENVIRONMENT 
WE CHOOSE TO USE EXCESS CAPACITY 

• EVOLUTIONARY ACQUISITION 

• NON-DEVELOPMENT ITEMS APPROACH 

• STANDARDIZATION OF MILITARIZED HARDWARE 
• ARMY-MCF/NAVY STANDARD CPU 

• MILITARIZATION OF COMMERCIAL MACHINES (NDI) 

• HIGHER ORDER LANGUAGES 
• ADA 

Basicallv, Evolutionary Acquisition says the user defines the 
requirements very broadly ana works witn the developer to provide a 
specification tree.  This allows a system to put together in a hurry 
using existinq hardware - military goverment owned or commercial 
off-the-shelt.  An operating system is put together ana a  minimum set 
of applications software is provided to do a minimum job for the 
commander.  I hen the equipment is put in the hands ot an actual user. 
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it is given to a user, not a test facility, and a mechanism is 
provided for feedback to the developer so he can improve and "grow" 
the system from a software point of view. 

Aother thing UOD and the Army are  doing is looking at commercial 
gear and systems that, have been developed off shore, suiting them to 
the requirement and, if need be, giving up on the requirement in the 
interest of getting things faster and cheaper. 

A third thing is the standardization of militarized hardware. 
Examples are the Army MCF and the Navy AN/UYK4J and 44 Program.  Here 
the thrust is to see if it makes sense to standardize on a family of 
equipment and then, in a given period of time, redevelop that 
equipment.  Ihere may be changes in the standardization thrust to be 
consistent with Dr. Martin's presentation yesterday. 

Next is the question of what to do about software which has been 
the "long pole in the tent" from both cost and time points of view. 
Here it is hoped that the answer is to get nigh order languages, get 
Ada out into the field.  fhen go through the long agonizing transition 
which must be experienced as new systems and subsystems with Ada are 
introduced and as previous systems (which are  so costly to maintain 
and time consuming to keep modernized in the field) are  phased out. 
It is hooed Ada is the "light at the end ot tunnel" to help produce 
software quicker, cheaper and more error-free. 

A CURRENT BOTTLENECK TO SUCCESS IN C3 

A SITUATION 
WHICH IS NOT 

RESOLVED 
Standardization of mi Iitarv hardware is an issue that is not 

resolved.  I he question is whether to go for new technology, to make 
more thorough use of non-developmental items or to standardize on 
DOD/Service developed computers.  UÜÜ solicits feedback from industry 
on this issue. 
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To repeat, the two main thrusts of UOD are to push for use of 
higher order languages as a policy and to impress upon the development 
world of the Services that we just have to meet requirements quicker 

and more cheaply. 

"The Better is the Enemy of the Good" is an old cliche Out it 
applies and perhaps should be emphasized. One of the proolems with 
stability is that industry is constantly telling the Services that, 
over the horizon, there is a better, cheaper, hi oner capacity, smaller 
and lighter alternative.  Users may then think ir is a lot neater than 
what is in development and that they should wait for it. [here  are 
numerous examples of systems that have gone throuqh Full Scale 
Development, been tested, fixes installed during test and t)a\/e  never 
been produced because of better "over the horizon" prospects,  üls in 
the field can't wait 4 to 6 years for that "better mousetrap" to come 

along. 

MUST WORK TOGETHER 

lurning to a partnership theme of tnis session we nave to get 
over the adversarial relationship that Congress, ÜUÜ and Industry hawe 
had in the past.  It is improving but it we can't get it to be a 
partnership out into the field, we ha^e  not qotten there.  We can put 
a lot of stuff into development and come up with a lot of good ideas 
but the bottom line for DOD acquisition is getting equipment out into 
the hands of the troops.  It's not profit or loss. 

ÜOU can foster the Evolutionary approach, convince developers 
they nave to take some risk in building things quickly, getting 
equipment out into the field although it is not fully tested, set up 
mechanisms where developers are not antagonistic toward user and 
listen to what the users are telling them.  ÜÜÜ has to make sure the 
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Services scrub their requirements. The normal procedure in 
establishing requirements is for the user to write down al) the things 
he would like to have in the system.  He is not worried about the bill 
and is afraid that, if any item is not in the requirement he may never 
see it. Often, when it comes out of development we cannot afford to 
produce the system or equipment.  Scrubbinq, in L3 by the services, 
means to qet all the bells and whistles out and have the product do 
the basic job that is required.  ÜÜÜ is pushing on this - in essence 
everything it can do to speed up the development cycle. 

As 0ÜÜ sees it, some of the things Congress could do would be to 
help understand the need, get a better dialogue going (which is 
happening), give direction to help keep programs stable and avoid 
micro-management and stringent conditions on programs. 

To promote the partnership Industry can work closely with the 
government on the Evolutionary Acquisition idea.  I he NSiA study holds 
that Industry should be brought in while the requirements and 
specifications are  being written so that industry can cost the 
specification while the government is putting it together.  Tne NSIA 
study was done for General Stansbury at tbL) so its thrust is mainly 
towards the Air Force so tar.     OSÜ is working to get the Army and Navy 
to hear the results and decide if it also applies to them, which USD 
thinks it does.  lo re-emphasize, pushing the better mousetrap for 
whatever business and marketing reasons creates a dilemma for the 
government.  OSD needs industry help more in finding lower cost 
solutions rather than high technology solutions.  USD has a tremendous 
affordabiIity problem when comparing what has to be produced among all 
the requirements it has. DSD just does not r\a\/e  enough production 
dollars to do it. 

MAKE ONE CHANGE IN 

PERCEPTION 

WE NEED: 

NOT THE BEST 

THE GOOD ENOUGHI 

BUT WE NEED IT NOW! 

In summary, OSO does not need the best, it does need the good 
enough, but it needs it sooner and it needs to cheaper. 

The following points were made in answer to questions, comments 
and responses. 
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There is a dilemma in encouraging industry to make available 
new technology in the climate of emphasizing good enough, cheaper 
and sooner and evolutionary development.  There is no mechanism 
for government looking at technology while industry is developing 
it so there is a question how It is to be inserted.  It appears 
that it can be done only over a period of time since there is 
no mechanism for developing things (for insertion) outside of 
the program requirements. 

In response, the C3 office in USD wants it cheaper and faster, 
not better.  It is not concerned whether we need better tech- 
nology which will come as industry looks at each new 
requirement.  The problem seems to be in management, not the 
horizons of technology. Comparing what we have in the field today 
to what we were capable of giving the military five years ago, 
we would be way ahead of the game.  Tnere does not seem ro be a 
problem in the tactical L world to push technology, it will 
take what is there,  I he problem is managerial implementation 
of systems,  fhere is the question of having the use of a less 
capable system over several years or no capability at all while 
waiting for advanced technology. OSÜ needs things today.  In- 
dustry can give technology to meet a system need to go into 
production in six years and it will be cheaper, better and 
lighter.  The problem is that industry convinces people that it 
makes sense to stop and wait. We do that in a never ending cycle. 

Non-Development Items (NDI) seems to be a way to avoid the real 
issue (but) of how to get hardware, commercial or otherwise into 
the system.  RFPs are out for C which do not address software 
requirements in a meaningful way out emphasize NDI hardware. 
The real issue in system requirements is how to deal with the 
pervasive threat.  This has nothing to do with equipment if the 
other problems are not solved.  DOD seems always in a rush 
without enough front end inputs and tnen goes for hardware. 

When DOD talks NDI it is software and hardware, the total con- 
cept of which is going into Evolutionary Acquisition programs. 
If software is completed, it fits into NÜI part of the acquisi- 
tion programs.  If software is completed, it fits into NDI 
part of the acquisition.  Examples are field switching systems. 

Concerning DOD willingness to relax logistic support and data 
rights requirements in fieloing NDls, it was stated OSD pro- 
cures very little; the Services do the procuring.  Relaxation 
is encouraged where it makes sense - in data rights it depends 
on application,  number being bought, expected life etc.  Logistics 
aspects are being looked at by the Services on a case by case 
bas i s. 

Concerning valuable program features such as configuration 
management and preserving them in instances of "budget crunch" 
there has been a major reorganization in the C world.  JTC3A 
will become configuration manager.  There is recognition in 
DOD and Congress that configuration management is a very im- 
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portant function.  A recent Congresiona) query was now 0OÜ 
will handle configuration management of software and inter- 
operability.  More emphasis and resources are  being put on 
configuration management. 

Concerning management of change, a reported instance of initial 
design of a PROM to accommoaate later changes possible of 
completion in two weeks in all systems in rne field, removal 
from aircraft ran counter to removal publications and require- 
ments and require a year to accomplish.  Ihis is a problem and 
it adversely affects the moral of people in industry. OSD admits 
ODD has been and still is guilty of causing problems in the 
management of change.  It is difticult to overcome ingrained 
bureaucracy of customary methods.  Specifications and require- 
ments are  never tnrown away.  There are  so many people over- 
looking the doers,  bo much time is spent overviewing and 
criticizing that tnere are  precious few resources to make pro- 
gress.  It starts with Congress and GAU and it goes down through 
DUD where these guardians of the regulations have to fill out 
all this paperwork before a piece of equipment can be taken out 
of an airplane,  lhey insist that is tne way it has to be done. 
At the same time ÜOD cannot nave anarchy.  It has to nave some 
disciplined system.  At this time we are  upgrading our systems and 
it is not easy. 
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SUMMARY/WPAP UP SESSION 

Mr. HoDelmann 

I he theme of the Wrap Up Session was future capabi Mties, 
perhaps a Cray in a suitcase in I9SÜ, and impressions of the 
conference.  MlLCUM 111 would not have been possible without AUPA and 
Lol. Bruce Holt and his crew.  The conference expressed its thanks for 
their help.  First, Session Chairmen were asked for a summary and 
sense of what has occurred, from their associations directly or 
indirectly with the issues over the last three years, and where we are 
now after having started with a tremendously discordant group at 
MILCOM I.  becond, tne floor was opened for remaining questions and 
comments. 

Or. Lyon 

Session III on the evolving partnership - Congress/ÜOO/Industry - 
was structured to be more positive about this issue.  Last year (!9bi) 
MlLCUM II started with high level policy people.  Senator lower 
handled the subject with no special notes but with remarkable 
sophistication and knowledge of the subiect.  Senator öingaman, 
although new to Congress and the topic, showed he is coming up on that 
curve very fast.  Senators and Congressman do get information, and 
with their political backgrounds and sense of trade-offs, play a 
sophisticated and knowledgeable role in this process.  It is very 
important for the community to listen to them. 

fhe real issue of MlLCUM II is that the growth of technology is 
driven by factors we cannot control.  Ihings are going to happen at a 
rate discussed by Mr. Miller in his inustry perspective.  I he question 
is how to utilize these rapid advances in defense of this country and 
provide a deterrant. 

Although there is lessening dissent ion and more talking, there is 
st11 I a need to communicate.  It should be based on understanding of 
principles, concepts and assumptions of the different roles of the 
various participants.  It should encompass the transfer of values, it 
you will, across these various frameworks.  Then are  complex 
trade-offs and nearly half of the questions are  "dilemma" questions, 
because of that, there is no simple solution except constant continued 
discussion.  As things evolve certain parameters become fixed and the 
variables change. 

lhe MlLCUM ser les has started a process and it must be decided 
when it ends.  So this session will pose to the conference whether 
MILCÜM IV makes sense and if so what should be done in it.  It will 
come up m committee and it is not certain what form MlLCUM IV should 
take.  Sesion III here seems to nave accomplished about öü% of its 
objectives but there is more to do. 

Or. Lieblein 

Session II provided a good coverage of the spectrum of emerging 
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technologies.  Information systems and technology was most emphasized 
in strategic systems and computers.  Software and hardware were 
covered. 

It was pointed out there is a tremendous momentum in the 
technology and things will happen sooner than anticipated.  The 
technology provides tremendous opportunities and poses problems of how 
to get it into our fielded systems.  We should not sacrifice 
capability waiting for tomorrow's technology. 

Improving of system capability through software is also a 
technology insertion.  Mechanisms for inserting technology in both 
software and hardware is needed.  On the hardware side» mechanisisms 
are  needed for insertion of technology throughout the life of the 
system.  I his is possible in the computer area of technology and in 
ways suggested in the keynote address.  Software insertion was not 
addressed in Session 11.  What we call softrware maintenance is really 
evolutionary software development.  We ^a\/e   institutionalized around 
"software maintenance" and in (up to) very large systems which never 
t\a\/e a  stable, rather a continually evolving requirement.  At some 
point, it is declared "development" is done and software is passed to 
a government support or maintenance activity.  The developing activity 
consists of 2U-5ÜU software experts.  Some of the software is on paper 
but a lot is in the experts heads.  Although there are reasons why 
this has been done, there are concerns about lock-in to the original 
contractor.  A way has to be found for the system of hardware and 
software to evolve together.  It is not a solution where we have the 
initial developer, so long as he is able to do a good job, provide 
support through the evolution of the system.  This problem was not in 
the studies referred to above.  Management of change is a government 
responsibiIity. 

There are some very new ideas in the study referred to in the 
keynote address that both government and industry contributors thought 
were good.  The ideas have not (yet) stood the test of time and they 
need work. 

We should look at a total computer - system interface approach 
and see if industry will build necessary products that the government 
can acquire as off-the-shelf or as N01 items.  We probably should not 
develop anything we don't ha\/e  to - we always seem to have trouble 
developings things.  This is a radical departure and will take some 
maturing, OSD has an open door, would like feedback, and has proposed 
a framework for solutions.  Now, we ha\/e  to work at it. 

OSÜ is very serious about establishing Computer Systems Interface 
Working Group (CS1WG) and hopes industry will set up a "sister" group 
through an organization such as CODS IA where all of the commercial and 
government defense community are involved.  We would like to proceed 
to a solution for the next generation.  We are going ahead with the 
present operation and it is the right thing to do.  We nave time, not 
a lot but enough, to work out a good solution.  It is tremendous 
opportunity because usually everything is "crash", because we can work 
together, because we don't have to worry about vested interests - 
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favorite architectures, busses, etc. and because we are  not going to 
be thinking about what exists today unless there is nothing better. 
It is a "clean slate" situation and UbO is looking forward to working 
with the community on this. 

Mr. Grosson 

General Hyde presented a perspective of the formidable scope of 
systems problems and systems of the future. Admiral Meyer made the 
central point that the job of ÜOD is ware fighting too.  After DOD's 
primary mission gets diluted with social programs, business management 
policies and adversarial game playing.  Adminral Meyer made the 
further point that everything that will contribute to our war fighting 
capability must be pursued.  We should cut costs to deploy more 
systems.  We should beat schedules in order to have more systems 
available.  We should optimize performances to do the .job particularly 
»n the areas of reliability, fault tolerance, survivabiIity, 
self-healing techniques and security.  Ihe bottom line and the highest 
priority concern should always be war fighting capability. 

The following points were made in answers to questions, comments and 
responses: 

There should be a M1LC0M IV and If there is it should emphasize 
management and insertion of technology dealing with budget cycles 
ALCs, configuration control of hardware and software and users 
in the field - lots of persons and viewpoints.  It is the biggest 
issue.  We can generate more technology than we can every insert. 
We are  passing the stage in computers that by the time they are 
in the field there are  two more generations.  The management and 
insertion of technology is really what ÜO0 should be concerned 
with.  It ties in with the problem that we develop systems that 
don't go into inventory - valuable resources are put into a de- 
velopment and then there is not profit in the program.  It is a 
major issue which should be addressed and it is recommended it 
be adopted for MlLCOM IV. 

...  If technology is being driven by forces outside of DOÜ - Industry 
control we need to learn how to use it.  My comment is for 
M1LC0M IV - system level management, new technology and tech- 
nology insertion - not at the policy level but down at the pro- 
gram/project level. 

...  borne disagreement with the foregoing was expressed.  Ihere was 
a 19/6 Science Board Study that said the commercial marketplace 
was adequate to meet the needs of the Defense Department and 
therefore funding for R & D in commercial circuits was not need- 
ed and could be reduced.  One year later we had VHSIC.  People 

recognized that the program manager could not reach to that com- 
mercial marketplace had to be found and structured to put that 
technology within the reach of the program manager.  What might 
be called an "off line maturing program" was created.  In the 
last year and a half (1982-03) a lot of time was spent in look- 
ing at the technologies in this country that would allow for 
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technology insertion in the field of existing systems.  It 
was found there are a number of holes where the spontaneous 
forces of the commercial marketplace are not going to perform 
that technology and get it within the reach and grasp of the 
programs,  it is a technology maturation policy problem.  Theo- 
retical solutions cannot make technology get into the field.  It 
is getting technology formed in such a way a manager can grasp 
it and bring it into his program.  mat is where there is a 
policy issue left to be resolved. 

lhere may be a policy question but at the systems level there 
is a problem of VHSIC insertion.  It is one of the major VHS1C 
problems - how that technology is to be disseminated among the 
job shops and managed at the system level. This needs to be 
tackled because it is not going very well. 

Although the COOS 1A report is in circulation to the industry 
associations who must accept or reject it and has not yet been 
approved it can be stated three segments of industry - commercial 
sector, systems integrators and specialty houses that design 
things strictly to M1LSPEC - can all agree in some areas and 
will never agree in others.  Then CS1WG was discussed and an 
industry group to work with it.  There are, however, four members 
in the partnership  (Congress, ÜOU, Industry, Academia). Congress 
being concerned about the military-industrial complex, a couple 
of years ago, set up a rule whereby, in order to have a single 
working group, Congressional approval is required.  It was 
mentioned yesterday a possible way around that would be to ha\/e 
two working groups and coordinate them.  It was then suggested 
that the ADPA-MlLCOM group, which is not a professional society, 
might become part of CS1WG and Congressional endorsement sought 
for it.  Additional comment agreed this suggestion had a lot of 
mer i t. 

Returning to the use of technology by program managers, and, 
based on experience in the Navy, there is a very, very 
significant disconnect between the technology community and the 
program manager.  Program managers respond to very specific opera- 
tional requirements, a documented budget profile and milestones 
with reports.  The attention paid to technology - leading edge 
of technology - by program managers who must focus on delivery 
is not done too well. The connectivity between 6.1 and 6.2 pro- 
grams and the program manager has some of the seeds of the 
problem.  There has to be a better way of advertising technology 
to program managers for technology insertion and planning for 
future insertion, which is the job of the program manager who 
succeeds him.  It is not a comfortable situation. 

MILCOM IV should cover thoroughly the help needed in maintaining 
a billion words of code.  It is crucial.  The dilemma is the 
mortgage of supporting these systems.  There is concern it may 
consume all available resources in the near future.  We will be 
unable to build new systems unless we focus on new technologies 
or new approaches for dealing with it.  What is likely is not 
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supporting the systems that are  out there. We need to deal with 
that problem and the working group is good but technology is not 
politically neutral.  Nor is its introduction.  The only solution 
seems to be a two-tiered working group where one tier has the 
confidence of the rest of the group, proposes a solution and the 
rest ratify it. Attempts to craft a solution in committees will 
(not succeed).  People must be identified who recognize they have 
to sell the solution.  After the Battle of Midway, the Japanese 
realized they had lost the war.  Ihey took twelve of the 
brightest and best, exempted them from military service and set 
them to plan for the rebuilding of Japan.  What Japan has done is 
the main outlines of that plan. Okida and ten others are  alive 
today and are  unofficial advisers to the Prime Minister.  We need 
to find a category of people, who have had government, industry 
and academia experience, embed them in a broader community of 
interest and have them all grind out a solution.  We cannot get 
there on a serendipity approach.  fhere are problems - who will 
be in the group - will debate get the riqht answer - etc.  But 
unless we get something along that line, we won't to get the com- 
mon goals and objectives in operational language that we need. 

Participants will be solicited for comments and suggestions for 
M1LC0M IV. 
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G J  AGULE 
RAYTHEON CO. 
MGR DSL STAFF 
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MARVIN APPLEUHITE 
TEXAS INSTRUMENTS 
MGR ADV COMP SYS LAB 
P 0 BOX 405 M/S 3407 
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USA DARCOM 
DRCDE-SB 
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APPLICATION ENGINEER 
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CHIEF OF STAFF 
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COMPUTER SCIENCES CORP 
MGR PROG DEVELOPMENT 
6565 ARLINGTON BLVD 
FALLS CHURCH VA        i 

ROSE M. BARNSTABLE 
AR INC RESEARCH CORP 
MGR IRG 
2551 RIVA ROAD 
ANNAPOLIS MD 21401 

DR. VICTOR R  BASILI 
UNIVERSITY OF MARYLAND 
CHRMN, 
DEPT ÜF COMPUTER SCIENCE 
COLLEGE PARK MD        20742 

LOUISE BECKER 
CONGRESSIONAL RSCH SER 
SPECIALIST INFO SCI & TECH 
LIBRARY OF CONGRESS 
WASHINGTON DC 20540 

JOHN C BECKETT 
HEWLE1 T PACKARD CO 
CONSUL i FED  PROCURE. & TECH 
3000 HANOVER ST . POBOX 10301 
PALO ALTO CA 94303 

JAMES 0. BERISH 
IBM CORPORATION 
SPEC  ASST. FOR FEDERAL POLICY 
10401 FERNWOOD ROAD 
BETHESDA MD 20817 

BRET! BERLIN 
CRAY RSCH CORP 
1828 L ST NW 
WASHINGTON DC 20036 

JESSE F  BERRY 
AUTOMATION INDUSTRIES,  INC 
VITRO LABORATORIES DIVISION 
14000 GEORGIA AVE. 
SILVER SPRING MD       20910 

SENATOR JEFF BINGAMAN 
ARMED SERVICES CMTE 
US SENATE 
RM SH502 
WASHINGTON DC 20510 

LEON BLOOM 
TITAN SYSTEMS INC 
DIV MGR 
187 E WILBUR RD STE 12 
THOUSAND OAKS CA       91360 

THOMAS J BODE 
ITT RESEARCH INST 
DIRECTOR IITRI EAST 
5100 FORBES BLVD 
LANHAM MD 20706 

BOB BOND 
RATIONAL 
1501 SALADO DR 
MNTN VIEW CA 94043 

ALAN BOYETT 
SCIENCE APPLICATIONS 
2109 W CLINTON AVE 
HUNTSVILLE AL 35805 

DR  J. N G.  BRITTAN 
MILITARY VEHCLS & ENGRG 
ASST DIR/ELEC 
CHOBAN LANE, CHERTSEY SURREY 
ENGLAND KTIGOEE        00000 

NORM BROWN 
USN 
OFF OF COMPETITION ADVOCATE 
CRYSTAL PLAZA 5 RM310 
WAHSINGTON DC 20362 

RAYMOND BROWN 
THE BENDIX CORP 
1000 WILSON BLVD 
ARLINGTON VA 22209 

PETER CAHN 
COMPUTER SCIENCES CORP 
VP, TACTICAL SYS. CENTER 
304 W RT  38 P 0 BOX N 
MOORESTOWN NJ 08057 



LTCÜL JOHN CARNEY 
ÜSAF 
HG USAF XO-I 
WASHINGTON DC 20330 

RUDOLF CECCUCC! 
ROLM CORP 
7700 LITTLE RIVER 
ANNANDALE VA 

TRNPIKE 
22003 

PAUL CHADWELL 
ADPA 
ROSSL/N CTR., 
1700 N. MOORE ST 
ARLINGTON VA 

STE  900 

22209 

DAVID P CHARBÜNNEAU 
CONTROL DATA CORP 
MGR ARCHITECURE DEV 
2300 E 88TH ST 
BLOOMINGTON MN 55420 

MR DONALD A ChlAFULlO 
SINGER CO-KEARFOTT DIV 
PROGRAM MANAGER 
3 PI'. ER EDGE DRIVE 
-AIRFIELD NJ 0700ö 

DENNIS A CHRIST 
SPERRY CORP 
DIR PROD MKTG. SPERRY P.^r^ 
PO BOX 43525 
ST PAUL MN 551t»4 

JOHN C  CITTADINO 
OUSDR.^E 
DIR THEATER lc   TACTICAL C3 
Rtt 3D174, PENTAGON 
WASHINGTON DC 20301 

HARLEY A CLOUD 
IBM CORPORATION 
DIR OF ENGRG, SrTWARE «■ IECH 
6600 ROCKLEDGE DR 
BETHESDA MD 20817 

DORIS J COADY 
ENERGYSTICS CORP OF VIRGINIA 
AN'AYk-14 PROGRAM COORDINATOR 
1225 JEFF DAVIS HWY SUITE 1500 
ARLINGTON VA 22309 

RONALD L COFFIN 
ROCKWELL INTERNATIONAL 
M/S 124-211 
400 COLLINS NE 
CEDAR RAPIDS IA       52498 

DR  ROBERT COURANZ 
RAYTHEON COMPANY 
528 BOSTON POST ROAD 
SUDBURY MA 01776 

JAMES E CRKKEr 
CONTROL DATA CORPORATION 
6003 EXECUTIVE BLVD 
ROCKVILLE MD 20852 

JOSEPH CYR 
ADTECH 
792G JONES BRANCH DRIVE 
MCLEAN VA 22 

ALEXANDER E DAVIDOPF 
APPLIED PHYSICS LAB 
JOHNS HOPKINS ROAD 
LAUREL MD 20/07 

MICHAEL W  DEEGAN 
TELEDYNE SYSTEMS CO 
WASH  REP 
1501 WILSON BLVD ■ STE 900 
ARLINGTON VA 22209 

DALE A DENNY 
LOCKHEED 
RESIDENT MANAGER 
800 OAK RIDGE TRP 
OAKRIDGE TN 

SUITE 103 
37830 

BARR-t C DEROZE 
TRW 
MGR ADVANCED SYSTEMS 
1 SPACE PARK,  134/5817 
REDONDO BEACH CA      90278 

JAMES F  DINWIDDIE 
GWU 
ASSOC  PROF 
2130 H ST NW, RM  ö38 
WASHINGTON DC 20052 

ANDREW J DOUGHERTY 
ROCHESTER INST OF TECH 
EXECUTIVE ASSIST TO PRES 
ONE MEMORIAL DR 
ROCHESTER NY 14623 

JOHN C  DOYLE 
RAYTHEON COMPANY 
MGR , DIGITAL/SOFTWARE I 
HARTWELL RD , MS M24-16 
BEDFORD MA 01/30 

LARRr DRUFFEL 
RATIONAL 
1501 SALADO DR 
MNTN VIEW CA 94043 

LORRAINE DUVALL 
I IT RESEARCH INSTITUTE 
DIRECTOR, ROME OPERATIONS 
199 LIBERTY PLAZA 
ROME NY 13440 



ERNEST DVORAK 
EG?<G WASCI 
PROJECT MGR 
2130 FIELDS ROAD 
ROCKVILLE MD 20850 

N. S. EASTMAN 
IBM 
MGR SW ENG $< TECH 
6600 ROCKLEDGE DR 
BETHESDA MD ?0855 

GORDON R  ENGLAND 
GENERAL DYNAMICS 
DIRECTOR OF AVIONIC SY3 
PO BOX 748 MZ 2469 
FT  WORTH TX 76101 

ANTHONY M.  FAILS 
LOCKHEED MISSILES & SPACE 
STAFF   ENG 
P 0 BOX 17100 BLDG 30E T2-32 
AUSTIN TX 78760 

TOBY FEINBERG 
US SENATE 

HERMAN FISCHER 
LITTON DATA SYSTEMS 

00000      8000 WOODLEY AVENUE 
VAN NUYS CA 91409 

ROBERT D. FLANAGAN 
IBM FED SYS DIV 
MARKETING MGR 
9500 GODWIN DR 
MANA3SAS VA 22110 

PARKER FOLSOM 
3909 HARRISON 
WASHINGTON DC 

ST NW 
20015 

RICHARD E FORREST 
NAVAL SEA SYS COMMAND 
ACQ INTERFACE DIR 
2344 DUNFORD DR 
FALLS CHURCH AV 22043 

JOSEPH M. FOX 
SOFTWARE A & E 
SUITE 1220 
1401 WILSON BLVD. 
ARLINGTON VA 22209 

WILLIAM L.  FREIENMUTH 
VITRO CORP 
SR VICE PRESIDENT 
14000 GEORGIA AVE 
SILVER SPRING MD      20910 

RICHARD P FYE 
GENERAL ELECTRIC 
SR STAFF ENGR 
COURT ST PLANT 3-35 
SYRACUSE NY 13201 

THOMAS L  GABRIELE 
BENDIX 
PRIC ^HG 
EAST JOPPA RD 
BALTIMORE MD 21204 

W  D. GEIGER 
SPERRY UNIVAC 
VICE PRESIDENT FOR OPERATIONS 
P 0. BOX 3525 
ST  PAUL MN 55165 

D C GIBBS 
IBM/FSD 
BODLE HILL ROAD 
OWEGO NY 13827 

R.W  GIVENS 
RCA 
MGR GOVT AFFAIRS 
2361 JEFF DAVIS HWY 
ARLINGTON VA 2220c 

'I W  GLADSON 
NAVAL OCEAN SYS CNTR 
HD CODE 914 S/W QUALITY CONTRL 
271 CATALINA BLVD 
SAN DIEGO CA 92152 

OLF GOLUISTATNIKOV 
GENERAL ELECTRIC 
FRPI 
SYRACUSE NY 13221 

JUDSON J. GOSTIN 
GENERAL ELECTRIC 
PROG MGR, SURFACE ELEC PROG 
P 0 BOX 4840 <CSP 1-50) 
SYRACUSE NY 13221 

JOHN G. GREGORV 
WESTINGHOUSE ELEC CORP 
MGR/AM CHPT PRESIDENT 
PO BOX 1693 MS 1107 
BALTIMORE MD 21203 

MIKE GRIFFES 
GRUMMAN CORP 
INTERNATL REP 
1000 WILSON BLVD #2100 
ARLINGTON VA 22209 

JOSEPH F GROSSON 
NAVSEA, PROJ. MGR  DESTROYER 
SHIP ACQ. PROJ.  PMS-389 
RM  9E30,2531 JEFF  DAVIS HWY 
ARLINGTON VA 20301 



PAUL V. HALBERG 
MAGNAVOX GOVT. h.   INDUST. ELEC. 
VICE PRESIDENT, SYSTEMS DEVEL 
1313 PRODUCTION ROAD 
FORT WAYNE IN 46808 

ROY H  HARRIS 
WESTERN ELECTRIC COMPANY, INC. 
DIRECTOR, GOVERNMENT SYSTEMS 
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GREENSBORO NC 27420 
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NORDEN SYSTEMS 
PRODUCT LINE MANAGER 
24 FLAGSTONE DR 
HUDSON NH 03051 

RONALD R HAYDEN 
IBM-FSD 
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ARLINGTON VA 22202 

JOHN M. HAYES 
MITRE CORP 
MTC 
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MCLEAN VA 2210c 

IRV HECKER 
ROLM CORPORATION 
DIR INT'L AFFAIRS 
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S/W SYSTEMS 
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ADVANCED TECHNOLOGY 
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RICHARD W  HOWERY 
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MARNE HIGHWAY - BLDG 101-201 
MOORESTOWN NJ 08057 

BOBBY R  HUGGINS 
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RALPH E HUGHES 
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SUITE 307 
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ARLINGTON VA 22202 

WILLIAM H HÜLSE 
WESTINGHOUSE ELEC. CORP 
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RICHARD G  HUMPHRIES 
MAGNAVOX 
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1313 PRODUCTION RD. , PROJ. MGR 
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BG JOHN PAUL HYDE 
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COMM ELEC ?< COMPUTER RESOURCES 
PETERSON AFB CO       80^17 



BETH JACOBSON 
ADPA 
1523 CAROLINE ST. 
WASHINGTON DC 

NW 
20009 

JIM A JAMES 
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MGR ADV TECH 
2300 E 88TH ST 
BLOOMINGTON MN 55420 

BRUCE G  JAMISON 
LITTON AMECOM 
DIR, ADV PROG 
5115 CALVERT RD 
COLLEGE PARK MD 20740 

ANDREW H. JAZWINSKI 
TASC 
DIR ADV DEV 
1700 N MOORE ST STE 1220 
ARLINGTON VA 22209 

ROBERT F JEFFERSON 
IBM CORP 
DIRECTOR OF OPERATIONS 
1755 JEFFERSON DAVIS HWY 
ARLINGTON VA 22202 

ARTHUR F  JEYES 
GOULD DED 
SOFTWARE ENG 
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LINDA JOHNSON 
ROLM CORPORATION 
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WALTER H. JORDAN 
SYSTEMS DEVELOPMENT CORP. 
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7925 JONES BRANCH DR 
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EVERETT M. JOSEPH 
RAYTHEON COMPANY 
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SUDBURY MA 01776 
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CALSPAN CORP 
HEAD COMPUTER S< TRAINING SYS 
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NAVY MANAGER 
9907 DEPAUL DRIVE 
BETHESDA MD 20817 

MICHAEL J KELLIHER 
VITRO LABORATORIES 
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DIRECTOR, MARKET PLANNING 
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TEXAS INSTRUMENTS 
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MGR/WASHINGTON REP 
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R.A. MACMURDO 
AT&T TECHNOLOGIES 
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RCA   CORP 
CHF ENGINEER 
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DATA SYS DIV 
8000 WOODLEY AVE 
VAN NUYS CA 91409 
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NAVAIR 
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WASHINGTON DC 

MAXWELL 

20361 
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OUSDR&E (R?cAT) 
DIR OF   WHSIC & ELECTRON DEV 
RM 3F114 (400AN) PENTAGON 
WASHINGTON DC 20309 

P E. MCELLIGOTT 
GE CORPORATION R?<D 
PROG MRKTG MGR 
P 0 BOX 8 (KW-D281) 
SCHENECTADY NY 12301 

WILE> MCKENIZE 
ROCHESTER INST OF TECH 
DIR SCH OP" COMPUTER SCIENCE 
ONE LOMB MEMORIAL DR 
ROCHESTER NY 14*23 

KENNETH E  MCVICAR 
THE MITRE CORPORATION 
VICE PRESIDENT ?< GEN  MGR 
C3I DIV ,  BURLINGTON RD 
BEDFORD MA 01730 

MAJ DANIEL MEIGS/ USAF 
HQ AIR TRNG CMD 
TTXD 
RANDÜLF AFB TX 78150 

J  P  MELLIN 
CONTROL DATA CORP 
MGR PLANNING  HQN09H 
PO BOX 0 
MINNEAPOLIS MN 55440 

RUBER1 E  MELLOTT 
CONTROL DATA CORP 
NAVY PROGRAMS 
6003 EXECUTIVE BLVD 
ROCKVILLE MD ?085c 

EDWIN H MILLER 
RCA CORP 
DIRECTOR MARKETING 
P 0 BOX 588 
BURLINGTON MA 01803 

ROBERT C  MILLER 
DATA GENERAL CORPORATION 
SR  VICE PRESIDENT FOR TECH 
4400 COMPUTER DRIVE 
WESTbORO MA 01580 

ROBERT A MONGEAU 
IBM CORPORATION 
1755 JEFFERSON DAVIS HIGHWAY 
SUITE 600 
ARLINGTON VA 22202 

DR  MELVIN MOV 
NAVY PERSONNEL R&D CENTER 
RSCH PSYCHOLOGIST 
CODE 71 
SAN DIEGO CA 92075 

WAYNE MOYERS 
RCA 
MGR MARKETING DEVELOPMENT 
FRONT ?< COOPER STS 
CAMDEN NJ 08102 



GEORGE MURPHY 
DIGITAL EQUIPMENT CORP 
MIL SPEC SUPP MGR 
CONTINENTAL BLVD 
MERRIMACK NH 03054 

RADM WAYNE E. MYER 
NAVAL SEA SYSTEMS COMMAND 
DEP COMMANDER 
COMBAT SYS DIRECTOR 
WASHINGTON DC 20362 

RAYMOND NOAH 
HONE /WELL 
SECTION HEAD GUIDANCE Ic NAV 
13350 U S HWY 19 SOUTH 
CLEARWATER FL 33546 

BRUCE NOEL 
ROLM CORP 
MARKETING MANAGER 
ONE RIVER OAKS PLACE, MS 110 
SAN JOSE CA 95034 

HENRY NYE 
DIGITAL EQUIP  CORP. 
MGR DODIIS 
CONTINENTAL BLVD MA02-1/A7 
MERRIMACK NH 03054 

DR DENNIS NYSTROM 
ROCHESTER INST OF TECH 
DEAN 
ONE LOMB MEMORIAL DR 
ROCHESTER NY 14623 

THOMAS W. O'CONNOR 
ROCKWELL INTERNATIONAL 
MGR EST REG/WASHINGTON REP 
1745 JEFF DAVIS HWY 
ARLINGTON VA 22202 

BRUCE E OLSON 
SPERRY 
SUITE 307 
1745 S JEFFERSON DAVIS HWY 
ARLINGTON VA 22202 

STANLEY E. OZGA 
RCA 
MGR 
BORDEN LANDING RD 
MOORESTOWN NJ 08057 

JAMES PELLICANO 
IBM CORP 
COMPUTER MARKETING 
OWEGO NY 13827 

TOM P  PENAUSKAS 
RAYTHEON CO. 
MGR 
528 BOSTON POST RD 
SUDBURY MA 01776 

MICHAEL C PERON 
NORTHROP CORP 
MGR 7433/Y33 
500 E ORANGETHORPE AVE 
ANAHEIM CA 92801 

DAVID W  PIDWELL 
ROLM CORPORATION 
1 RIVER OAKS PLACE MS 110 
SAN JOSE CA 95134 
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COMPETITION ADVOC GEN 
NAVY DEPARTMENT 
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WASHINGTON DC 20362 

GEORGE C PORTER 
IBM-FEDERAL SYSTEMS DIVISION 
9500 GODWIN DRIVE 
MANASSAS VA 22110 

RALPH PRUITT 
EMERSON ELECTRIC 
SR ENG MGR 
8100 W FLORISSANT 
ST LOUIS MO 63136 

PAUL A PUCHALIK 
US GAO 
EVALUATOP 
26 FEDERAL PLAZA 
NEW YORK NY 10278 

CURTIS W  RANGEN 
SPERRY 
DIRECTOR 
1745 S  JEFF DAV 
ARLINGTON VA 
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22202 

HAROLD RAV 
ACSEAC 
PRESIDENT 
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NORTHRIDGE CA 

#204 
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ROBERT J  RECHTER 
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DISTRICT MGR 
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TINTON FALLS NJ 07724 

JAMES D  REGAN 
IBM CORP 
9500 GODWIN DR 
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MANASSAS VA 22110 
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ARMY COMM-ELEC CMD 
ACTG CH,TECH PLANS & PROG DIV 
ATTN: DRSEL-POD-P 
FORT MONMOUTH NJ      07703 



COL FRANK G RICHIE 
CONTROL DATA CORPORATION 
1800 N BEAUREGARD STREET 
ALEXANDRIA VA 22311 

CAPT KENNETH RITCHHART USAF 
NAVAL INTELLIGENCE CMD 
JNIDS 
4600 SILVER HILL RD 
WASHINGTON DC 20389 

DENNIS A  RI2ZARDI 
RCA 
DIR MARKETING DEPT 
MARNE HWY BLDG 108-104 
MOORESTOWN NJ 08057 

B D ROBERTS 
GENERAL ELECTRIC COMPAN/ 
COURT STREET PLANT 
PO BOX 4840 
SYRACUSE NY 13221 

JACK ROBERTSON 
ELECTRONIC NEWS 
WASHINGTON EDITOR 
1333 H ST , NW, STE 570DING 
WASHINGTON DC 20005 

GERARD F ROBINSON 
ADVANCED TECHNOLOGY/  INC 
12001 SUN RISE VILLEY DR 
RESTON VA 22091 

MARK B  ROBINSON 
SENATE ARMED SERVICES COMMTTE 
RESEARCH ASSISTANT 
RUSSELL SENATE OFFICE BLDG 
WASHINGTON DC 20510 

RALPH W  ROLLO 
VITRO LABORATORIES 
14000 GEORGIA AVENUE 
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M RICHARD ROSE 
ROCHESTER INST OF TECH 
PRESIDENT 
ONE LGMB MEMORIAL DR 
ROCHESTER NY 14623 
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LITTON SYS AMECOM DIV 
MGR NAVY PROG MRKTG 
5115 CALVERT RD 
COLLEGE PARK MD       20740 

BG ALAN B  SALISBURY 
JOINT TACTICAL FUSION PROG 
USA PROG MGR 
1500 PLANNING RESEARCH DR 
MCLEAN VA 22102 

JAMES SCHELL 
USA CECOM 
DIRECTOR, CENTACS 
ATTN: DRSEL-TCS 
FT MONMOUTH NJ 07703 

LOUIS W SCHLIPPER 
THE BDM CORPORATION 
ASST  VICE PRESIDENT 
7915 JONES BRANCH DRIVE 
MCLEAN VA 22 llOd 

WILLIAM G SCHMICK 
HEWLETT PACKARD CO 
GOVERNMENT RELATIONS 
4 CHOKE CHERRY RD 
ROCKVILLE MD 20850 

JAMES M SHANGLE 
DEPARTMENT OK THE NAVY 
GASN RE&S 
RM 5E779  THE PENTAGON 
WASHINGTON DC 20350 

GEORGE SHAPIRO 
WESTINGHOUSE ELEC CORP 
MGR EMERGING ftt TECH PROGRAMS 
PO BOX 1693 
BALTIMORE MD 21203 

NICHOLAS SINGER 
E-SYSTEMS - CAPA 
SR MEMBER TECH STAFF 
10530 ROSEHAVEN ST STE 200 
FAIRFAX VA 22030 

THOMAS H  SLAIGHT 
THEODORE BARRY & ASSOC 
PRINCIPAL 
50 ROCKEFELLER PLAZA 
NEW YORK NY 10020 

THOMAS P SLEIGHT 
APPLIED PHYSICS LAB 
JOHNS HOPKINS UNIVERSITY 
JOHNS HOPKINS ROAD 
LAUREL MD 20707 

GREGURY A. SMITH 
PACMISTESTCEN 
SUPERVISORY ENGINEERING TECH 
CODE 1161, PMTC.  PT.  MUGU 
PT  MUGU CA 93042 

WILLIAM R SMITH 
DEPARTMENT OF THE NAVY 
OASN RE?vS 
RM 5E785  THE PENTAGON 
WASHINGTON DC 20350 

STEVEN SQUIRES 
DEF ADV RSCH PROJ AGENCY 
1400 WILSON BLVD 
ARLINGTON VA 22209 



LAWRENCE J STRAW 
RCA CORP 
MANAGER, MS 108-103 
MARNE HWY 
MOORESTOWN NJ 08057 

GEAORGE A. SUMNER 
USA IMDSO/EWL 
CHIEF ELECTRONICS BRANCH 
FORT MEADE MD 20755 

LARRY SUMNEY 
MICRÜELEC ?< COMP TECH CORP 
9430 RESEARCH BLVD 
AUSTIN TX 78759 

MIMI SUN 
US GAO 
29 FEDERAL PLAZA 
ROOM 4112 
NEW YORK NY 10278 

ROBERT W. SZYMCZAK 
FORD AEROSPACE 
?/. COMMUNICATIONS CORP 
FORD ROAD 
NEWPORT BEACH CA 92660 

MAJ JOHN M TANZILLO 
DARCOM 
R & D COORDINATOR 
AIR FORCE SYSTEMS COMMAND/SDOA 
ANDREWS AFB MD 20334 

BILL TAYLOR 
DIGITAL EQUIPMENT CORP 

STANLEY E TENOLD 
ROLM CORPORATION 

00000      MKTG MGR 
ONR RIVER OAKS PL 
SAN JOSE CA 

MS 102 
95034 

ROQ THOMAS 
TRW 
134/5817 
1 SPACE APRK 
REDONDO BEACH CA 90278 

DENNIS TINKHAM 
BOEING MILITARY AIRPLANE 
COMP SYS t SOFTWARE MGR 
P 0 BOX 7730 
WICHITA KS 67277 

M A TOB ITS 
RAYTHEON SERVICE CO 
MID ATLANTIC SYSTEMS FACILITY 
305 FELLOWSHIP RD 
MT LAUREL NJ 08054 

JOHN S  TONEY 
DELCO SYSTEMS OPS. , GMC 
EASTERN REGIONAL SALES MGR 
1911 N  FT  MYER DR  #800 
ARLINGTON VA 22209 

N.J C  VAN DER HÜLST 
ROYAL NETHERLANDS EMBASSY 
LIEUTENANT 
4200 LINNEAN AVE NW 
WASHINGTON DC 20008 

A.  H.  VANDOREN 
RAYTHEON COMPANY 
MANAGER, ADV  COMPUTER PROGRAM 
528 BOSTON POST RD (MS 1P12) 
SUDBURY MA 01776 

DR  JAMES WADE 
ASST  SEC  OF DEFENSE ATM ENG 
RM 3E1074, PENTAGON 
WASHINGTON DC 20301 

PAT WEAVER 
COMPUTER SFTWARE ENG. 
P 0 BOX 312 
HAYMARKET VA 22069 

ENNIS C WHITEHEAD, JR 
BURDESHAW ASSOCIATES LTD 
WASH REP/DIR  OF ANALYSIS 
4701 SANGAMORE ROAD 
BETHESDA MD 20816 

JAMES F WHITTAKER 
DATA GENERAL CORP 
4400 COMPUTER DRIVE 
WESTBORO MA 01580 

RONALD E  WILLIAMS 
TEXAS INSTRUMENTS 
1745 JEFFERSON DAVIS HWY 
SUITE 1006 
ARLINGTON VA 22202 

W L WOLLES 
CONTROL DATA CORP 
MGR BUSINESS DEV 
3101 E 80TH ST PO BOX 609 
MINNEAPOLIS MN 55440 






